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Sensorless Fuzzy MPPT Technique of Solar PV and DFIG Based 
Wind Hybrid System 

 
 

Marouane El Azzaoui, Hassane Mahmoudi, Karima Boudaraia 
 
 
Abstract – This paper presents a method for estimating the power of a PV combined with a wind 
system based on a Doubly Fed Induction Generator (DFIG). This estimated power is used for 
calculating the maximum power point tracking algorithm. A turbine drives the DFIG, its stator is 
attached directly to the grid, while its rotor is connected to the grid through a back-to-back 
converter. The PV system is used with a buck-boost converter, which is linked to the DC bus of the 
back-to-back converter. This structure eliminates the inverter with its associated devices. In this 
work, the MPPT algorithm is based on fuzzy logic whose inputs are: the previous duty cycle and 
the estimated power based on the calculation made by the DFIG. This allows removing the voltage 
and current sensors. The simulation results present the performance of the proposed method 
subjected to irradiation and wind speed variations at different operating modes. Copyright © 
2017 Praise Worthy Prize S.r.l. - All rights reserved. 
 
Keywords: Sensorless MPPT, Photovoltaic, Doubly Fed Induction Generator, Fuzzy MPPT, 

Hybrid System 
 

 

Nomenclature 

pvI  Output current of the solar cell 

pvV  Output voltage of the solar cell 

phI   Photocurrent produced by PV cell 

sI  Reverse saturation current of diode 
q  Electric charge of electron 
k  Boltzmann constant 
n  Ideality factor 

seR , shR  Series and shunt resistances 

sdV , sqV  Direct and quadratic stator voltages of 
DFIG 

sdI , sqI  Direct and quadratic stator currents of 
DFIG 

sd , sq  Direct and quadratic stator flux of DFIG 

rdV , rqV  Direct and quadratic rotor voltages of 
DFIG 

rdI , rqI  Direct and quadratic rotor currents of 
DFIG 

rd , rq  Direct and quadratic rotor flux of DFIG 

sR , rR  Stator and rotor resistor 

s , r  Stator and rotor frequencies 

sL , rL , mL  Stator, rotor and mutual inductances 
p  Pole pair number 

m  Mechanical speed of the DFIG 

sP , rP  Stator and rotor active power 

sQ , rQ  Stator and rotor reactive power 

  Leakage coefficient 
g  Slip 
  Air density 

pC  Power coefficient 
  Pitch angle 
R  Radius of the turbine 

wv  Wind speed 
  Tip speed ratio 

t  Angular speed of the turbine 

mT  Torque of the turbine 

LT  Load torque 
J  Moment of inertia of the turbine 
f  Viscosity coefficient of the turbine 

I. Introduction 
Renewable energy has seen an increase in recent years 

to reduce fossil energy sources such as oil, gas, and coal 
polluting the environment. These renewable energy, wind 
and solar energies are considered the most potential. The 
development of power electronics makes photovoltaic 
energy and wind system more attractive and practical. 
Moreover, DFIG becomes popular due to its advantages 
in variable speed wind turbine [1], [2]. 

The combination of DFIG and PV has several 
advantages compared with separate DFIG and PV such 
as the reduction of the system cost. The chosen structure 
of the hybrid system is built on a back-to-back converter 
connected to the rotor of the DFIG while the PV system 
provides power through a buck-boost converter that is 
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linked to the DC bus of the back-to-back converter.  
There is in literature many hybrid system based on 

DFIG and PV. For example, Rajesh et al. give an 
architecture and control of the hybrid system [3]. Chin 
Kim Gan et al. present a paper that assesses the potential 
of implementing the Hybrid Diesel/PV/Wind/Battery in 
Eluvaitivu Island using HOMER simulation [4]. 
Mukwanga W. Siti use a load following diesel dispatch 
strategy and analyse the fuel costs and energy flows [5]. 
Benameur Afif et al. present a wind/PV hybrid system in 
rural areas [6]. This research presents a sensorless Fuzzy 
MPPT technique to estimate the PV power for the hybrid 
system, which eliminates more the voltage sensor 
compared to old research, which eliminate just the 
current sensors like the work of Nguyen and Fujita that 
introduced a sensorless method using P&O MPPT 
algorithm, which remove only the current sensor of PV 
[7]. 

This research is arranged as follow: a brief structure of 
the system is presented in second section, and the 
modelling of the DFIG and PV is illustrated in the third 
section, while the fourth section summarizes the control 
strategy of the DFIG, establishing the Fuzzy MPPT 
algorithm, and presenting a sensorless technique to 
estimate PV power. Finally, simulation results show the 
response of the proposed method under changes of 
irradiation and wind speed. 

II. Presentation of the Studied System 
The system studied in this work is shown in Fig. 1. 

The turbine is connected to DFIG through a gearbox, 
which allows adapting the low speed rotation of the 
turbine to high speed of the DFIG. The stator of the DFIG 
is connected directly to the grid, while its rotor is 
connected to the grid through a back-to-back converter 
and RL filter that help mitigate harmonic generated by 
this converter. The PV generates a power which is the 
input to DC-DC converter, while its output is related to 
DC-link of the Back-to-Back converter, then the RSC 
and GSC convert the DC energy to AC energy which 
supplies the rotor or the grid depending on the operating 
mode (hypo-synchronous or hyper-synchronous) [14], 
[15]. The DC-DC converter used is a buck-boost 
converter, which has good stability and fast response. 
The advantage of this structure is that the inverter with it 
associated components most used after the buck-boost 
converter is eliminated which reduces the system cost. 
Furthermore, a senseless technique for the hybrid system 
is suggested. This technique decrease the numbers of 
sensors used to extract the maximum power of the PV, so 
that reduces more the system cost. 

III. Modelling of PV and DFIG 
To control the hybrid system, it is necessary to model 

the PV and DFIG. Modelling means bring out the 
mathematical equations governing the physical behaviour 
of the system. 

 
 

Fig. 1. Structure of the hybrid system 

III.1. Modelling of PV 

The equivalent circuit of a photovoltaic cell consists 
of a photo current, a diode, a shunt resistor that expresses 
the leakage current, and a series resistor defines the 
internal resistor which limits the current (Fig. 2). 

 

 
 

Fig. 2. Equivalent circuit of a PV cell 
 

Equation describing the voltage-current characteristic 
is given by [8]: 

 

 

 
1pv se pv

pv ph s

pv se pv

sh

q V R I
I I I exp

nkT

V R I
R

  
     
  

  




 (1) 

 
Fig. 3 presents the P-V and I-V characteristics of the 

PV array. We notice that the characteristic of the power 
in function as voltage presents a maximum power point 
(MPP). In order to extract the maximum power, this 
point must be tracked whatever the weather conditions. 

III.2. Modelling of DFIG 

The DFIG is modelled in d-q frame reference by the 
following equations [9]: 
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Fig. 3. Power-Voltage curves under irradiation and temperature change 
 

 Voltage equations: 
 

 sd
sd s sd s sq

d
V R I

dt


     (2) 

 

 sq
sq s sq s sd

d
V R I

dt


     (3) 

 

 rd
rd r rd r rq

d
V R I

dt


     (4) 

 

 rq
rq r rq r rd

d
V R I

dt


     (5) 

 
 Flux equations: 
 
 sd s sd m rdL I L I    (6) 
 
 sq s sq m rqL I L I    (7) 
 
 rd r rd m sdL I L I    (8) 
 
 rq r rq m sqL I L I    (9) 
 
 Frequencies equation: 
 
 r s mp     (10) 
 
 Powers equations: 
 
 s sd sd sq sqP V I V I   (11) 
 
 s sq sd sd sqQ V I V I   (12) 
 
 r rd rd rq rqP V I V I   (13) 
 
 s rq rd rd rqQ V I V I   (14) 
 

In this step, the stator field orientation is applied by 
aligning the stator flux with d axis to simplify the control 
of the DFIG [10]. Moreover, considering that the grid fed 
the generator by a stable voltage, and neglecting the 
stator resistor [11], we obtain: 

 0sd s sq;     (15) 
 
 0sd sq s s sV ; V V      (16) 
 

These assumptions led to deducing the expressions of 
the rotor voltages: 
 

 rd
rd r rd r r s rq

dI
V R I L g L I

dt
      (17) 

 

 rq s m
rq r rq r r s rd

s

dI V L
V R I L g L I g

dt L
       (18) 

 
The powers can be simplified as: 

 

 s m
s rq

s

V L
P I

L
   (19) 

 

 
2

s m s
s rd

s s s

V L V
Q I

L L
    (20) 

 
From equation (19) and equation (20), it is obvious 

that we can control independently the stator active and 
reactive powers by controlling the rotor currents. Hence, 
the reference currents are calculated from these 
equations. 

IV. Sensorless Control of the  
Hybrid System 

The control of the hybrid system is depicted in this 
section. First, classical controls of the DFIG and PV 
MPPT are highlighted. The sensorless method of MPPT 
power is suggested secondly. 

IV.1. Maximum Power of Wind Turbine 

Wind turbine produces the following power [12]: 
 

   2 30 5m p wP . C , R v    (21) 
 
where ρ is the air density, Cp is the power coefficient, β is 
the blades orientation, R is the radius of the turbine, vw is 
the wind speed, and λ is the tip speed ratio, which is 
given by: 

 t

w

R
v




  (22) 

 
where Ωt is the angular speed of the turbine, its dynamic 
is given by: 
 

 t
m L t

d
J T T f

dt


     (23) 
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where J is the moment of inertia, f is the viscosity 
coefficient, Tm  is the torque generated by the turbine, and 
TL is the load torque in this case the electromagnetic 
torque of the DFIG. The maximum power that can be 
developed by the turbine is written as: 

 

 
5

3
3

0 5 pmax
max topt

opt

. R C
P




   (24) 

 
with: 
 

 opt w
topt

v
R


   (25) 

IV.2. RSC Control 

Through the rotor side converter (RSC), we can 
control the active and reactive powers of the generator 
independently, from equation (19) and equation (20), 
those powers are controlled by controlling the rotor 
currents using PI correctors. Results voltages are 
converted in the abc reference frame using Park inverse. 
Thereafter, by comparing these voltages with a carrier 
signal, the switching signals are generated to control the 
IGBTs of the converter as presented in Fig. 4 [16]-[18]. 

 

 
 

Fig. 4. RSC control strategy 

IV.3. GSC Control 

Control strategy of the grid side converter (GSC) 
allows controlling the reactive power passing through the 
filter and therefore the power factor, and regulating the 
DC bus voltage to a constant value enough to have three-
phase voltages to the other side of RSC and GSC. The 
reactive power is controlled by regulating the d-axis 
current using a PI controller. The control of the DC bus 
voltage is done through two regulation loops, an outer 
loop that regulates the DC voltage and an inner loop that 
control the q-axis current by using also the PI controller 
to track the reference signal. Results voltages are 

transformed to abc frame using Park inverse which its 
angle is obtained using a PLL, and compared with the 
carrier signal to get the pulse width modulation necessary 
to control the IGBTs of the converter. Fig. 5 describes 
the control of the GSC. 

 

 
 

Fig. 5. GSC control strategy 

IV.4. Maximum Power of PV 

MPPT is a technique that maximizes the power of the 
PV by adjusting the voltage to follow the top of the P-V 
curve. The voltage is adjusted by tightening the duty 
cycle of the buck-boost converter that adapts the power 
of the PV system to the load. There are several MPPTs 
algorithm in the literature. The most familiar is the P&O. 
In this work, the fuzzy MPPT is adopted because it 
robust than the P&O technique, and the other reason for 
choosing this method is that the input is the change of 
power and the previous duty cycle, therefore in the 
sensorless step, the voltage sensor is removed again 
compared to the work done here [7]. The principal of the 
fuzzy controller based maximum power point tracking is 
presented in Fig. 6. Voltage and current are measured 
and then used to calculate the power. The fuzzy system 
handles the two inputs change of power ΔPk multiplied 
by the scaling factor kp and the previous value of the duty 
cycle ΔDk-1 to provide the duty cycle Dk that converted to 
PWM signal to control the switch of the buck-boost 
converter. kd is the scale factor in the output, and 1Z   is 
a unity delay [13]. 

 

 
 

Fig. 6. Scheme of MPPT using Fuzzy logic 
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Fig. 7 and Fig. 8 show the subsets of the input and 
output to the fuzzy system. Input ∆Pk has five fuzzy 
subsets Positive Big (PB), Positive Small (PS), Zero 
(ZE), Negative Small(NS), and Negative Big (NB). Input 
∆Dk−1 and output ∆Dk have eleven fuzzy subsets PB, 
Positive Medium (PM), Positive Medium Medium 
(PMM), PS, Positive Small Small (PSS), ZE, Negative 
Small Small (NSS), NS, Negative Medium Medium 
(NMM), Negative Medium (NM), and NB. The inputs 
and output are normalized. The membership functions 
are made by triangular and trapezoidal shapes and are 
denser in the centre to have good accuracy while the 
variation of power close to zero. 

 

 
 

Fig. 7. Membership functions power input 
 

 
 

Fig. 8. Previous duty cycle input  
and duty cycle output membership functions 

 
The fuzzy rules are defined by analysis of the PV 

behaviour. All conditions are taken into account to 
achieve good performance in term of tracking the 
maximum point. The Fuzzy rules are summarized in 
Table I. 

 
TABLE I 

FUZZY SYSTEM RULES 

∆Dk 
∆Dk−1 

NB NM NMM NS NSS ZE PSS PS PMM PM PB 

∆Pk 

NB PM PMM PS PSS PSS NB NSS NSS NS NMM NM 
NS PM PMM PS PSS PSS NS NSS NSS NS NMM NM 
ZE NB NM NMM NS NSS ZE PSS PS PMM PM PB 
PS NM NMM NS NSS NSS PS PSS PSS PS PMM PM 
PB NM NMM NS NSS NSS PB PSS PSS PS PMM PM 

 
Fig. 9 shows the graphical representation of the fuzzy 

surface. 

IV.5. Sensorless of PV Power 

Maximizing power method of the PV is based on the 
measurement of power by measuring voltage and current 
as illustrated in Fig. 6. 

 
 

Fig. 9. Surface generated by fuzzy system 
 
In this section, a sensorless technique is shown to 

estimate the power used in the input of the fuzzy system 
to track the maximum power point of the PV and 
therefore eliminate the voltage and current sensors. This 
sensorless method is based on measurements made by 
the DFIG such as the output of the buck-boost converter 
is linked to the DC bus of the DFIG. 

Fig. 10 shows the flows of powers exchanged between 
the PV and DFIG in the two hypo-synchronous and 
hyper-synchronous modes. In hypo-synchronous 1 mode, 
the direction of transfer of the energy comes from the 
grid and PV to the rotor of the machine, while a part of 
energy produced by the PV if and only so great is 
injected to the grid in hypo-synchronous 2 mode.  

 

 
 

Fig. 10. Flow of powers exchanged between the converters 
 

Finally, the power produced by the rotor of the DFIG 
and the PV are injected directly to the grid. The flow of 
all power in different operating mode is expressed by: 
 In hypo-synchronous mode 1: 
 

 rsc gsc pvP P P   (26) 
 
 In hypo-synchronous mode 2: 

 

 pv rsc gscP P P   (27) 
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 In hyper-synchronous mode : 
 
 gsc rsc pvP P P   (28) 
 
where Prsc is the RSC power, and Pgsc is GSC power, 
their expressions are given by: 
 
  rsc ra a rb b rc s dcP i S i S i S V    (29) 
 
  gsc fa a fb b fc s dcP i S i S i S V    (30) 
 
here subscripts r, f, a, b, and c are rotor side, filter side, 
phase a, phase b, and phase c respectively. Sa,b,c is the 
switching states of the RSC and GSC. 

Table II summarizes the different systems and sensors 
used. Separate PV-DFIG needs all the sensors, the hybrid 
system without using the sensorless technique eliminate 
the PV inverter, when the sensorless technique is used 
with P&O MPPT which presented here [7], the current 
sensor is removed again. Moreover, the sensorless with 
fuzzy logic system presented in this paper eliminate the 
voltage sensors. 

 
TABLE II 

COMPARATIVE SENSORLESS TECHNIQUES 
Sensor    

 
System 

DFIG 
sensors 

Vpv 
sensor Ipv sensor PV inverter 

Separate PV-
DFIG Yes Yes Yes Yes 

Hybrid without 
Sensorless Yes Yes Yes No 

Sensorless with 
P&O MPPT Yes Yes No No 

Sensorless with 
fuzzy MPPT Yes No No No 

V. Simulation Results 
The entire system is simulated using Matlab/Simulink 

software. The proposed MPPT and estimated power are 
analysed under change of irradiation. The flow of powers 
is validated in the different operating mode. The 
irradiation is increased from 0.6 pu to 1 pu at t=0.5s and 
decreased from 1 pu to 0.8 pu at t=0.7s as shown in Fig. 
11.  

 

 
 

Fig. 11. Change of irradiation 
 

Under this change of irradiation, the power is retained 
in the optimal value as depicted in Fig. 12, and the Fig. 
13 shows that DC bus voltage is kept to its constant 

reference value. The estimated power is almost equal to 
the power measured unless a simple error due to the 
buck-boost converter yield (Fig. 14). 

 

 
 

Fig. 12. MPPT under change of irradiation 
 

 
 

Fig. 13. Evolution of the DC bus Voltage 
 

 
 

Fig. 14. Response of measured and estimated powers 
 

Now the system is subject to the variation of 
irradiation and wind speed to analyse the flow of powers 
exchanged between all converters. In hypo-synchronous 
1 mode, Irradiation was increased from 1 pu to 0.8 pu at 
t=0.6s and wind speed is decreased from 0.9 pu to 0.8 pu 
at t=0.8s.  

Fig. 15 illustrates that RSC power is the total of GSC 
power and PV power.  

In hypo-synchronous 2 mode, Irradiation was changed 
from 1 pu to 1.2 pu at t=0.6s and wind speed is decreased 
from 0.98 pu to 0.94 pu at t=0.8s. Fig. 16 presents that 
the PV fed the power to the rotor through RSC and the 
grid through GSC. In hyper-synchronous mode, the rotor 
and the PV system supplies the grid through the GSC 
converter (Fig. 17). 

 

 
 

Fig. 15. Flow of powers in hypo-synchronous 1 mode 
 



 
M. El Azzaoui, H. Mahmoudi, K. Boudaraia 

Copyright © 2017 Praise Worthy Prize S.r.l. - All rights reserved                           International Review on Modelling and Simulations, Vol. 10, N. 3 

158 

 
 

Fig. 16. Flow of powers in hypo-synchronous 2 mode 
 

 
 

Fig. 17. Flow of powers in hyper-synchronous mode 

VI. Conclusion 
In this paper, a sensorless technique of the fuzzy 

MPPT for a hybrid system based on PV and DFIG is 
studied. The structure proposed eliminates the inverter 
used with the PV system.  

The suggested technique estimate the power used as 
input in fuzzy MPPT of the PV system using the DFIG 
system which remove the voltage and current sensors, 
therefore to reduce the system cost. Simulation result 
shows the performance of the fuzzy MPPT and the 
dynamic of hybrid system under changes of irradiation 
and wind speed in different operating mode. Hence, the 
proposed system allows reducing the cost by comparing 
it to a separate system, hybrid system without sensorless, 
or sensorless method based on P&O algorithm. 
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During Multiple Lightning Strokes on a Train 
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Abstract – Power system outage due to the occurrence of flashover (across insulators) when 
lightning induced voltages exceed insulators’ voltage withstand capabilities have been a major 
investigation in recent studies. Since the Overhead catenary system uses overhead power lines 
which are exposed to lightning incidences, the concerns have been made in protection against 
lightning strikes. The knowledge of lightning and its most influential parameters are of great 
importance in the safe and reliable operation of the Overhead catenary system. In this work, 
analysis of flashover when lightning strikes on train’s pantograph at the mast and between two 
masts were studied. Furthermore, the effects of the magnitude, waveforms, polarity, multiplicity 
and grounding resistance were investigated. In this task, the impact of lightning parameters has 
been achieved with computer simulation tool (ATPDraw). It was shown that the negative multiple 
lightning of magnitude - 34 kA and above leads flashover when strikes on pantograph at the mast 
and between two masts. However, the grounding resistance was recognized to have higher 
predominance in mast induced voltages when a lightning strike occurs at the mid-span unlike 
along the mast. Hence, the lightning protection design should consider the multiplicity of negative 
lightning strokes outcome from the point of hitting. Copyright © 2017 Praise Worthy Prize S.r.l. - 
All rights reserved. 
 
Keywords: Catenary, Multiple Lightning Strokes, Flashover, Grounding Resistance, ATP Draw 
 

 

Nomenclature 
Ax Auxiliary line 
Rt  Return line 
Ct  Catenary line 
X1 S-Rail 
X2 I-Rail 
X3 Catenary line with composite insulator 
X4 Return line with spool insulator 
X5 Auxiliary line with pin insulator 
R1 Radius between mast and auxiliary line 
R2 Radius between mast and return line 
R3 Radius between mast and catenary line 
H Height of the mast 
L1 Vertical distance between auxiliary and return 

line 
L2 Vertical distance between return and catenary 

line 
L3 Distance between catenary line and ground 
Zaux Impedance of the auxiliary line 
Zreturn Impedance of the return line 
Zcatenary Impedance of the catenary line 
Rf Mast grounding resistance 
IU International unit 

I. Introduction 
Until now, catenary contact system has become more 

useful for feeding traction power to electric vehicle [1]- 

 
[6]. In spite of modernization in the electrified railway 
system, lightning has been a crucial problem in the 
overhead catenary system [1]-[2]. Statistically, most of 
the power system outage caused by transient current 
characteristics are due to lightning strokes [1], [7]-[9]. A 
power system failure of the overhead catenary system is 
triggered by direct lightning strokes to phase conductor, 
shielding wire and ground in line proximity [1], [10]. 
However, lightning strokes on phase conductor influence 
dynamic overvoltages, which can disturb the stability of 
system to a great extent [9]-[11]. It has been reported that 
when induced overvoltage overreach insulation 
withstands capability, lightning flashover across 
insulators occurs [2]. Many works have been performed 
to estimate the lightning strokes consequences in the 
overhead catenary system [1], [3]-[4], [12]-[17]. 

Catenary contact system is among of elevated railway 
system that has been affected by lightning incidences in 
Bangkok, Thailand. It has been reported in [18] lightning 
magnitude ranges 11-171 kA with a positive polarity 
which accounts for 5% and -10 to -139 kA with negative 
polarity is 95% of all flash activities. In addition, [19]-
[22] described that negative lightning could associate 
with multiple strokes per flash. Ref. [19], [21]-[22] 
showed the reported multiple strokes averaging 3 to 4 
strokes per flash with intervals of tens of milliseconds. In 
recent studies, lightning end results were analyzed when 
it strikes on the mast, conductors, and traction substation 
of the overhead catenary system by using different 

https://doi.org/10.15866/iremos.v10i3.11482
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simulation software [1], [3]-[4], [13]-[14], [16]-[17]. But 
the analyses from these studies were done in single 
lightning strokes without regard to the enforcement of 
multiple lightning strokes. Consequently, it is important 
to analyze characteristics of transient current during 
multiple lightning strokes in different waveforms and 
grounding resistance before establishing lightning 
protection design. 

In this study, the effects of grounding resistance in 
transient current waveforms of multiple lightning strokes 
are investigated. The transient conditions are simulated 
using ATPDraw due to it is the capability for solving the 
electromagnetic transient problem [3]-[4], [9], [14], [18]-
[23]. The characteristics depend on the amplitude of 
transient current during negative multiple lightning 
strokes on pantograph are examined. 

II. Background 
A nominal voltage of 25 kV AC-50 Hz is normally 

used in the railway traction power system [24]. The 
conductor arrangement in the double-track overhead 
catenary system on Thai elevated railway system is 
shown in Figs. 1-2.  

The line of 480 m was accompanied by seven masts 
with 60 m spacing in the simulation. This line was 
selected between Phayathai and Rajaprarop (see Fig. 3). 
The supply voltage was injected at both end points of the 
line. The negative multiple lightning strokes on train’s 
pantograph were taken as much concern as it strikes on 
phase conductor.  

The pantograph was considered when it is at the Mast 
(seventh Mast) for Case 1 as shown in Fig. 1 and at the 
mid-span of Masts (sixth and seventh Masts) for Case 2 
as shown in Fig. 2. The lightning sources were presented 
by the magnitudes of -34 kA, and -50 kA with 1/30.2 µs, 
1.2/50 µs, 2/77.5 µs and 3/75 µs waveforms as in [18]. 
The elevated poles resistance of 50 Ω and grounding 
resistances of 5, 10, 20, 30, 40, 50, 70, 80, 90 and 100 Ω 
were used. 

 

 
 

Fig. 1. Lightning strike on train’s pantograph at the Mast 

 
 

Fig. 2. Lightning strike on train’s pantograph at the mid-span of Masts 
 

 
 

Fig. 3. Airport Rail link line in Thailand [25] 

III. Catenary Contact System 
III.1. Railway Transmission Line 

The railway transmission line is made up on the 
double-track elevated railway system whereas masts on 
the elevated poles have a span of 60 meters (see Figs. 1-
2). It comprises of the catenary line, return line, and 
auxiliary line. A double track consists of rails (S-rail and 
I-rail) with distributed-parameters along both sides of the 
impact point. Table I presents details of the railway 
transmission line on elevated poles [13]. An LCC_8 with 
JMARTI model as shown in Fig. 4 was used to represent 
a transmission line in ATPDraw. As reported in 
[26],[29], it was seen that stray current in the railway 
transmission line might result in electromagnetic 
interference and large unbalanced traction load with 
electricity in the vicinity of the railway system. However, 
the report in [4] showed that an autotransformer and 
booster transformer could force the traction current to 
return through designated return conductors of traction 
supply in order to reduce stray current. Hence, an 
autotransformer and booster transformer can ensure 
restitution of transmission energy to the substation from 
the train. Therefore, a 1:1 ideal transformer was used to 
model an autotransformer in ATPDraw. Its modeling 
details are given in [13]-[14]. In Fig. 5, the cross-section 
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view of the electrified railway system of a double-track 
elevated rail system and mast configuration parameters 
of 2×25 kV AC, 50 Hz from [15] are presented. 

 
TABLE I 

DETAILS OF 25 KV TRANSMISSION LINE 
FOR ELECTRIFIED RAILWAY [2], [13] 

Conductors Radius 
Catenary (X3) 5.06 cm 
Return (X4) 0.82 cm 

Auxiliary (X5) 0.56 cm 
Ruling span between Masts 60 m 

Railway Radius 
S-rail (X1) 4.95 cm 
I-rail (X2) 4.95 cm 
Insulators Impulse Withstand Voltage (MV) 

Composite (X3) 0.225 
Spool (X4) 0.060 
Pin (X5) 0.140 

Ground System 
Grounding resistance 5 - 100 Ω 

Elevated Pole Resistance 50 Ω 
 

 
 

Fig. 4. Railway Transmission lines data in ATPDraw 
 

 
 

Fig. 5. Cross-section view axis of Railway Electrification system on 
Double Track elevated railway system [15] 

III.2. Multiple Lightning Source 

Since the disastrous potency of multiple lightning was 
aimed in the study, some parameters were set in the 

ATPDraw models to characterize its behavior. Following 
the most occurring tendency of negative lightning strokes 
in Thailand [18], the magnitude of lightning current was 
considered with a negative polarity.  

Although the report of [18] showed the lightning 
magnitude to range from -10 kA to -139 kA, but only -34 
kA and -50 kA were used in this study.  

Furthermore, three strokes per flash with intervals of 
1ms were used to represent multiplicity as considered in 
[19], [21]-[22].  

The first stroke was modeled with Heidler ideal source 
at time duration of 0.6 ms; the second and third strokes 
were designed with two slope Ramp Type 13 at time 
duration of 0.3 ms for each in ATPDraw. Other 
parameters of multiple lightning sources are given in 
Table II.  

Fig. 6 illustrates the waveform of the first, second and 
third strokes of the lightning current with the magnitude 
of -50 kA. 

 
TABLE II 

PARAMETERS OF MULTIPLE LIGHTNING SOURCES [18]-[22].  
Parameter Source 1 Source 2 Source 3 

Type Heidler 15 Ramp 13 Ramp 13 
Amp. (kA) -34/-50 -26/-42 -23/-39 

To 0 0 0 
A1 0 0 0 

T1(s) 0 0.0003 0.0003 
TSta (s) 0 0.0016 0.0029 
TSto (s) 0.0006 0.0019 0.0032 
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Fig. 6. Waveform of the 1st, 2nd and 3rd strokes of the lightning current 
with the magnitude of -50 kA and waveform of 1.0/30.2 µs  

in ATPDraw 

III.3. Mast and Insulator 

The cylindrical geometric model in single wave 
impedance was used to represent the mast model. In the 
literature of [4] and [27], this model was mostly 
explained to be recommended by IEEE and CIGRE. 
Hence, this model as given in [4] was taken to represent 
the mast.  

However, the impedances in the catenary, auxiliary, 
and return lines have an important virtue in the modeling 
of the mast; therefore, their impedances were estimated 
from (1) and tabulated in Table III. As seen from (1), R 
and H are the radii of lines and height of the mast 
respectively.  
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Moreover, Fig. 5 depicts the values of R for catenary, 
auxiliary and return lines. The results of computed 
impedances from (1) have been summarized in Table III.  

In ATPDraw, the mast was designed by using 
Linezt_1.sup model. With this type, line impedances and 
their corresponding heights from the ground were 
assigned to represent the mast. 

Three types of insulators used for supporting three 
lines in the mast are given in Table I. Since in ATPDraw 
an insulator is represented by a capacitor in parallel with 
voltage controlled switch [28], the values of withstanding 
capability to be assigned to the switch for each insulation 
was taken from Table I.  

From [2], composite, pin and spool insulators were 
shown to have ten, five and one units per insulator 
respectively. As discussed in [14], the capacitance of 8.8 
pF was given for eleven units of a silicone insulator. 
Then a Switchvc.sup model was used to incorporate the 
values of voltage withstands capability and capacitances 
when simulating in ATPDraw: 

 

 60 0 5 RZ lncot . arctan
H

       
 (1) 

 
where: 

Z is the surge impedance; its IU is Ω; 
R is the equivalent radius of the mast; its IU is m; 
H is the height of the mast; its IU is m. 

 
TABLE III 

MAST MODELED PARAMETERS 
Location Parameters 
Auxiliary Zaux = 159.85 Ω, L1= 2.5 m, R1 = 1.12 m, H = 8 m 

Return Zreturn = 293.57 Ω, L2 = 0.2 m, R2 = 0.12 m, H = 8 m 
Catenary Zcatenary = 112.79 Ω, L3= 5.3 m, R3 = 2.5 m, H = 8 m 

III.4. Train Model 

A three-car train which consists of the pantograph, 
locomotive transformer, diode bridge rectifier and two 
DC motors was used to represent the design of an electric 
locomotive train. The rectifier bridge is represented by 
the parallel RC elements and the series resistance of the 
diodes.  

A series reactor is connected between the motor and 
the rectifier bridge in order to smooth the direct current 
[29].  

The system of the electric locomotive train with 
components mentioned above is shown in Figs.8-9 as 
presented in [29]-[30]. Since the study is performed 
when the pantograph of a powertrain is at the mast and 
the mid-span of masts, Figs. 7-8 show an electric 
locomotive train positioned across the mast and mid-span 
respectively.  

As shown in Fig. 8, a railway transmission line has a 
span of 60 meters and 50 Ω resistance of elevated pole. 
Furthermore, grounding resistances of 5, 10, 20, 30, 40, 
50, 70, 80, 90 and 100 Ω were taken to represent 
different soil profiles. 

 
 

Fig. 7. An electric locomotive train across the mast 
 

 
 

Fig. 8. An electric locomotive train at the mid-span of Masts 

IV. Results and Discussion 
The simulation results of peak mast induced voltages 

across the insulators in the auxiliary, return, and catenary 
lines are shown in Figs. 9-16 for case 1 and Figs. 17-24 
for case 2. 
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Fig. 9. Mast induced voltages in Case 1 with -34 kA (1.0/30.2 µs) 
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Fig. 10. Mast induced voltages in Case 1 with -34 kA (1.2/50 µs) 
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Fig. 11. Mast induced voltages in Case 1 with -34 kA (2/77.5 µs) 
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Fig. 12. Mast induced voltages in Case 1 with -34 kA (3/75 µs) 
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Fig. 13. Mast induced voltages in Case 1 with -50 kA (1.0/30.2 µs) 
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Fig. 14. Mast induced voltages in Case 1 with -50 kA (1.2/50 µs) 
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Fig. 15. Mast induced voltages in Case 1 with -50 kA (2/77.5 µs) 
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Fig. 16. Mast induced voltages in Case 1 with -50 kA (3/75 µs) 
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Fig. 17. Mast induced voltages in Case 2 with -34 kA (1.0/30.2 µs) 
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Fig. 18. Mast induced voltages in Case 2 with -34 kA (1.2/50 µs) 
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Fig. 19. Mast induced voltages in Case 2 with -34 kA (2/77.5 µs) 
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Fig. 20. Mast induced voltages in Case 2 with -34 kA (3/75 µs) 
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Fig. 21. Mast induced voltages in Case 2 with -50 kA (1.0/30.2 µs) 
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Fig. 22. Mast induced voltages in Case 2 with -50 kA (1.2/50 µs) 
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Fig. 23. Mast induced voltages in Case 2 with -50 kA (2/77.5 µs) 
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Fig. 24. Mast induced voltages in Case 2 with -50 kA (3/75 µs) 

The amplitude values of Mast induced voltages in 
catenary (Ct), auxiliary (Ax) and return (Rt) lines for 
Case one and two are recapitulated in Tables IV-V. The 
values in Tables IV-V were obtained after being analyzed 
the data from the Figs. 9-24. The 1st row details the cases 
as explained from Figs. 1-2 and Figs. 7-8. The 2nd, 16th, 
28th, and 40th rows start from the 2nd column illustrate the 
type of waveforms. The 3rd row starts from the 2nd 
column gives the magnitude of multiple lightning strokes 
that have been used. The 1st column starts from the 2nd 
row shows the ground resistances that have been 
exploited. The 2nd to the 4th column and the 5th to the 7th 
column start from the 4th row indicate the magnitude of 
mast induced voltages in different lines of an overhead 
catenary system for 34 kA and 50 kA respectively. 

 
TABLE IV 

MAGNITUDE OF MAST INDUCED VOLTAGES (MV) FOR CASE 1 
Case 1 

Rf Waveform 1.0/30.2 µs 
-34 kA -50 kA 

(Ω) Ax Rt Ct Ax Rt Ct 
5 0.85 1.44 1.69 1.25 2.1 2.47 

10 0.85 1.44 1.69 1.25 2.1 2.48 
20 0.85 1.44 1.69 1.25 2.11 2.48 
30 0.85 1.44 1.7 1.25 2.11 2.49 
40 0.85 1.45 1.7 1.25 2.12 2.49 
50 0.85 1.45 1.7 1.25 2.12 2.49 
60 0.85 1.45 1.7 1.25 2.12 2.5 
70 0.86 1.45 1.7 1.26 2.12 2.5 
80 0.86 1.45 1.7 1.26 2.12 2.5 
90 0.86 1.45 1.7 1.26 2.12 2.5 
100 0.75 1.1 1.21 1.17 1.69 1.84 
Rf Waveform 1.2/50 µs 
5 0.84 1.42 1.67 1.24 2.07 2.44 

10 0.84 1.42 1.67 1.24 2.08 2.45 
20 0.84 1.42 1.67 1.24 2.08 2.45 
30 0.84 1.43 1.68 1.24 2.09 2.45 
40 0.84 1.43 1.68 1.24 2.09 2.46 
50 0.84 1.43 1.68 1.24 2.09 2.46 
60 0.84 1.43 1.68 1.24 2.09 2.46 
70 0.85 1.44 1.68 1.24 2.09 2.46 
80 0.85 1.44 1.69 1.24 2.09 2.46 
90 0.85 1.44 1.7 1.25 2.09 2.46 
100 0.85 1.44 1.7 1.25 2.1 2.47 
Rf Waveform 2.0/77.5 µs 
5 0.75 1.23 1.44 1.11 1.77 2.08 

10 0.75 1.24 1.44 1.11 1.78 2.09 
20 0.75 1.24 1.45 1.11 1.78 2.10 
30 0.75 1.24 1.45 1.11 1.79 2.1 
40 0.76 1.25 1.45 1.11 1.79 2.1 
50 0.76 1.25 1.46 1.12 1.8 2.11 
60 0.76 1.25 1.46 1.12 1.8 2.11 
70 0.76 1.25 1.46 1.12 1.8 2.11 
80 0.76 1.25 1.46 1.12 1.8 2.11 
90 0.76 1.25 1.46 1.12 1.8 2.11 
100 0.76 1.26 1.46 1.12 1.8 2.11 
Rf Waveform 3.0/75 µs 
5 0.64 0.98 1.12 0.94 1.43 1.64 

10 0.64 0.98 1.12 0.95 1.43 1.64 
20 0.64 0.98 1.12 0.95 1.43 1.64 
30 0.64 0.98 1.12 0.95 1.42 1.64 
40 0.64 0.97 1.11 0.95 1.42 1.63 
50 0.64 0.97 1.11 0.95 1.42 1.63 
60 0.65 0.97 1.11 0.95 1.42 1.63 
70 0.65 0.97 1.11 0.95 1.41 1.63 
80 0.65 0.97 1.11 0.95 1.41 1.63 
90 0.65 0.97 1.11 0.96 1.41 1.63 
100 0.65 0.97 1.11 0.96 1.41 1.63 
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TABLE V 
MAGNITUDE OF MAST INDUCED VOLTAGES (MV) FOR CASE 2 

Case 2 

Rf Waveform 1.0/30.2 µs 
-34 kA -50 kA 

(Ω) Ax Rt Ct Ax Rt Ct 
5 0.71 1.09 1.2 1.12 1.65 1.81 

10 0.72 1.09 1.2 1.13 1.65 1.82 
20 0.72 1.09 1.2 1.14 1.66 1.82 
30 0.73 1.09 1.2 1.14 1.66 1.82 
40 0.73 1.1 1.2 1.15 1.67 1.83 
50 0.73 1.1 1.21 1.15 1.67 1.83 
60 0.74 1.1 1.21 1.16 1.67 1.83 
70 0.74 1.1 1.21 1.16 1.68 1.84 
80 0.74 1.1 1.21 1.17 1.68 1.84 
90 0.75 1.1 1.21 1.17 1.68 1.84 

100 0.75 1.1 1.21 1.17 1.69 1.84 
Rf Waveform 1.2/50 µs 
5 0.71 1.07 1.17 1.11 1.62 1.78 

10 0.71 1.07 1.17 1.11 1.62 1.78 
20 0.71 1.07 1.18 1.12 1.63 1.78 
30 0.72 1.07 1.18 1.13 1.63 1.79 
40 0.72 1.07 1.18 1.13 1.63 1.79 
50 0.72 1.07 1.18 1.14 1.64 1.79 
60 0.73 1.08 1.18 1.15 1.64 1.80 
70 0.73 1.08 1.18 1.16 1.67 1.80 
80 0.73 1.08 1.18 1.17 1.69 1.80 
90 0.73 1.08 1.19 1.17 1.7 1.81 

100 0.74 1.08 1.19 1.18 1.71 1.81 
Rf Waveform 2.0/77.5 µs 
5 0.65 0.94 0.99 1.01 1.45 1.52 

10 0.65 0.93 0.99 1.02 1.45 1.53 
20 0.66 0.95 1 1.03 1.46 1.54 
30 0.66 0.96 1.01 1.03 1.47 1.55 
40 0.67 0.97 1.02 1.04 1.48 1.56 
50 0.67 0.97 1.02 1.04 1.49 1.57 
60 0.67 0.98 1.03 1.05 1.5 1.58 
70 0.67 0.98 1.03 1.05 1.51 1.59 
80 0.68 0.99 1.04 1.05 1.52 1.6 
90 0.68 0.99 1.04 1.05 1.52 1.6 

100 0.68 0.99 1.05 1.06 1.53 1.61 
Rf Waveform 3.0/75 µs 
5 0.85 1.44 1.69 1.25 2.1 2.47 

10 0.85 1.44 1.69 1.25 2.1 2.48 
20 0.85 1.44 1.69 1.25 2.11 2.48 
30 0.85 1.44 1.7 1.25 2.11 2.49 
40 0.85 1.45 1.7 1.25 2.12 2.49 
50 0.85 1.45 1.7 1.25 2.12 2.49 
60 0.85 1.45 1.7 1.25 2.12 2.5 
70 0.86 1.45 1.7 1.26 2.12 2.5 
80 0.86 1.45 1.7 1.26 2.12 2.5 
90 0.86 1.45 1.7 1.26 2.12 2.5 

100 0.75 1.1 1.21 1.17 1.69 1.84 
 

In the following sections, two different cases are 
discussed. 

IV.1. The Effects of Negative Multiple Lightning 
Strokes on Train’s Pantograph at the Mast. 

Results of mast induced voltages in Case 1 for -34 kA 
and -50 kA are shown in Figs. 9-16, and summarized in 
Table IV. It can be noted that the mast induced voltages 
were above withstand capabilities of line insulators for 
both catenary, auxiliary, and return lines. Marungsri et al. 
[18] studied about back flashover affected by tower 
grounding resistance and concluded that the shorter the 
waveform, the higher is the tower induced voltages. As 
seen in Figs. 9-12, it can be clearly observed that the 

shortest waveform has the highest mast induced voltages 
in Catenary, Auxiliary, and Return line as well. 

It can also be found that an increase in lightning 
magnitude from -34 kA to -50 kA resulted into increase 
in mast induced voltage (see Figs. 9-16). However, 
flashover was early observed with -34 kA which meant a 
flashover occurred from -34 kA and above with negative 
multiple lightning strokes. Furthermore, grounding 
resistance showed less significance in the performance of 
multiple lightning. Therefore, when the pantograph is 
stroke by negative multiple lightning along the mast, 
flashover was seemed to occur from -34 kA and above, 
in all waveforms and all grounding resistance.  Apart 
from the occurrence of flashover, the catenary line was 
appeared to have the highest level of mast induced 
voltage compared to other lines as shown in Tables IV-V. 

IV.2. The Effects of Negative Multiple Lightning 
Strokes on Train’s Pantograph  

at the Mid-Span of Masts 

Results of mast induced voltages in Case 2 for -34 kA 
and -50 kA are given from Figs. 17-24. Table V 
illustrates the summary of induced voltages in the 
catenary, auxiliary, and return lines. As depicted in Figs. 
17-20, It can be observed that the mast induced voltages 
are above withstand capabilities of line insulators for 
both catenary, auxiliary, and return lines. The same 
results were seen in Figs. 21-24 for -50 kA. Although the 
effects of lightning magnitude and shorter waveform 
were also seen as in Case 1 but grounding resistance 
showed the significant contribution to the flashovers in 
Case 2. In general, flashover was seemed to occur from -
34 kA and above, in all waveforms and all grounding 
resistance when the pantograph is stroke by negative 
multiple lightning at the mid-span. Again, the catenary 
line was seemed to have the highest mast induced voltage 
amongst the lines (see Table V). 

V. Conclusion 
The following have been summarized for the 

conclusion: 
 It is noticed that negative multiple lightning of 

magnitude -34 kA and above may cause flashover 
when strikes the pantograph along the mast or at the 
mid-span. 

 The grounding resistance is observed to have a higher 
influence in mast induced voltages when a lightning 
stroke occurs at the mid-span compared with along 
the mast. 

 All waveforms resulted into flashovers although 
shorter waveforms displayed more top mast induced 
voltages. Therefore, negative multiple lightning of 
any waveform can lead into flashover. 

 In the case of all lightning magnitudes, waveforms, 
and grounding resistances, catenary line exhibited 
higher mast induced voltages. The greatest one 
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occurred when lightning strokes the pantograph along 
the mast. 

Flashovers have been noticed with multiple strokes 
from -34kA and above in all waveforms and grounding 
resistances compared to single strokes in literature, this 
needs considerable attention in designing insulation and 
protection systems. 
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Performance Analysis of a Wind Turbine 
Based on a Self-Excited Induction Generator (SEIG) 
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Abstract – In this paper, magnetic saturation effect of on the self-excited generator (SEIG) used 
in the micro-grid system is investigated. The effect of the reduction of the electrical quantities 
generated voltage and its frequency following a purely resistive or inductive balanced or 
unbalanced load connection are studied in detail. A dynamic model of SEIG in the fixed reference 
axis dq is developed and simulated using Simulink / Matlab. The results of the simulations of 
different scenarios are discussed, and conclusions are deduced at the end of this article. These 
results will be used to study the stability of a micro-grid under a RT-LAB simulator in the future. 
Copyright © 2017 Praise Worthy Prize S.r.l. - All rights reserved. 
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Nomenclature 

ௗܸ௦, ௗܸ௥  Stator, Rotor d-axis voltages 
,ௗ௦ܫ  ௗ௥    Stator, Rotor d-axis currentsܫ
௤ܸ௦, ௤ܸ௥    Stator, Rotor q-axis voltages 
,௤௦ܫ  ௤௥    Stator, Rotor q-axis currentsܫ
 ௠     Magnetizing Inductanceܮ
,௦ܮ  ௥    Stator, Rotor Inductancesܮ
 ௠     Magnetizing currentܫ
௘ܶ      Electromagnetic Torque 
ܲ      Number of poles 
ܴ௦,ܴ௥    Stator, Rotor resistance 
 ௗ௤    Per phase terminal excitation capacitanceܥ
 Load Resistance/ Inductance per phase     ܮ,ܴ
߱௥     Angular speeds of Rotor  
௟ܸௗ , ௟ܸ௤    d-q axes load voltage per phase 
௟ௗܫ ,  ௟௤    d-q axes load current per phaseܫ
௖ܸௗ , ௖ܸ௤    d-q axes capacitor voltage per phase 
௖ௗܫ ,  ௖௤    d-q axes capacitor currents per phaseܫ
௦ܶ௛௔௙௧    Shaft load torque 
ܺ      Multiplier of speed 
௔ܲ௘௥     Mechanical input power 
௪ܸ     Wind velocity 
 Blade angle       ߚ
ܴ௪     Radius of the wind turbine 
 Air density       ߩ

I. Introduction 
The gradual increase in oil prices combined with the 

hope to reduce oil consumption over the next 50 years 
have forced researchers to focus their attention to the 
production of green electricity as an alternative power 

 
source [1]-[22]. Wind is a renewable energy because it is 
a clean and abundant resource that can generate 
electricity with virtually no emissions of polluting gases. 
The application of asynchronous generator is more and 
more extensive [19]-[22]. Especially, the self-excited 
asynchronous generator has the advantages of simple 
structure, high reliability and high-speed operation. The 
role of independent power system has become 
increasingly prominent, from the perspective of national 
defense modernization, the significance of the study of 
asynchronous generators is particularly important. In 
fact, asynchronous generators for many years has been a 
hot topic of scholars [2]-[4].  

The self-excited induction generators are good 
candidates for application in wind turbines in remote 
areas. Transient operation is an important aspect of 
asynchronous generator operation. Through the analysis 
of the transient process of asynchronous generator, it is 
possible to understand the instantaneous change of the 
voltage and current when the operating state changes. 
Asynchronous generator is running, often according to 
the need to connect/disconnect load. When switching 
load, the state of the asynchronous generator changes and 
the transient change in voltage and current during this 
process is a matter of concern. Many literatures on the 
asynchronous generator switch the load when the 
transient process has been analyzed [5], [6]. The specific 
method is to write a differential process to reflect the 
transient process and solve the results obtained, these 
documents only involve the quantitative calculation of 
the transient process, and the transient operation of the 
self-excited induction generator connected to the load is 
not understood from the point of view of the stability of 
the system. 

https://doi.org/10.15866/iremos.v10i3.8690
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The self-induction generator has non-time-varying 
non-linearity characteristics after the self-excited 
operation [7]. The non-linear circuit autonomous state 
equation theory is used as the starting point for the 
analysis of the transient process stability of asynchronous 
generators [8].Based on stability analysis, the fourth 
order Runge-Kutta method is used to solve the 
autonomous state equation step by step, the instantaneous 
values of the state variables in the stationary coordinate 
system are obtained. Through the conversion from static 
coordinate system to the actual coordinate system, the 
instantaneous value of each variable will be draw the 
corresponding waveform, to reflect the transient process 
of the current and voltage changes when the 
asynchronous generator is switched to load [9].  

Fig. 1 shows the principle of converting electric 
energy in a wind turbine. The SEIG has a self-protection 
mechanism because the voltage collapses when there is a 
short circuit at its terminals. In addition, SEIGs have 
other advantages such as low cost, reduced maintenance, 
brushless construction with the squirrel cage rotor and 
simple, no DC power required for excitation. The cost of 
maintenance is low cost compared to the synchronous 
generator [9], [10]. In this paper, the physical nature of 
the transient process of the self-excited asynchronous 
generator and the mathematical law of the corresponding 
nonlinear autonomous state equation are used to analyze 
the problem of self-excitation and loads. 
 

 
 

Fig. 1. Principle of Wind Energy Conversion 

II. Modeling of Wind Turbine 
II.1. Aerodynamic Model 

The aerodynamic model should produce aerodynamic 
torque from the wind speed and the rotational speed of 
the turbine. This speed corresponds to the rotational 
speed of the low speed shaft (ߗ௕) [11], [12]. To perform 
modeling of aerodynamics, the expression of mechanical 
power produced by a wind turbine is used. This quantity 
of power ௔ܲ௘௥ depends on the power coefficient ܥ௣. It is 
given by the following equation: 

 

௔ܲ௘௥ =
1
2
(1) (ߚ,ߣ)௣ܥଶܸଷܴߨߩ

 
The-power coefficient-is a function-of-the-specific 

speed (λ) and-the pitch-angle (β) of-the-blades-of the 

wind-turbine. The expression-of-mechanical-power can 
be-modified to-represent-the-mechanical-torque of the 
power-extracted-from the wind: 
 

௔ܶ௘௥ =
1
2
ଶܸଷܴߨߩ

(ߚ,ߣ)௣ܥ
௕ߗ

 (2)

 

ߣ =
௕ܴߗ
ܸ

 (3)

 
If β-is fixed, we-have: 

 

௔ܶ௘௥ =
1
2
ଶܸଷܴߨߩ

(ߣ)௣ܥ
௕ߗ

 (4)

 
The power-coefficient is-generally-modeled by-the 

following analytical-expression: 
 

(ߚ,ߣ)௣ܥ = ܿଵ ൬
ܿଶ
௜ߣ
− ܿଷߚ − ܿସ൰ ݁

ష೎ఱ
ഊ೔ + ܿ଺(5) ߣ

 

௜ߣ = ൬
1

ߣ + ߚ0.08
−

0.035
ଷߚ + 1

൰
ିଵ

 (6)

 
with ܿଵ = 0.5176, ܿଶ = 116, ܿଷ = 0.4, ܿସ = 5, ܿହ =
21, ܿ଺ =  0.0068 

A-typical ratio of ܥ௣ and ߣ is-shown in-Fig. 2. It is 
clear from-this figure-that there is a λ value-for which 
the-power-coefficient (ܥ௣) is-maximal [12]. 
 

 
 

Fig. 2. Power coefficient in function of the specific speed for a fixed 
pitch (β = 0) 

II.2. Wind Speed Gearbox Model 

The multiplier adjusts the speed (slow) of the turbine 
to the generator speed (Fig. 3). This multiplier is 
mathematically modeled by the following equations: 

 
஽ܶ = ௔ܶ௘௥ ⁄ܩ  (7)

 

௧௨௥௕௜௡௘ߗ =
௠௘௖ߗ

ܩ
 (8)

III. Modeling of SEIG 
The model used for the simulation of the operation of 

the asynchronous machine takes into account the effect 

Wind 

Turbine Generator Gearbox 

Load 

Kinetic energy Mechanical energy Electrical energy 
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of saturation of the materials. Indeed, the gap of 
asynchronous machines is generally low and the 
nonlinearity of magnetic materials has a significant effect 
[13], [14]. 

 

 
 

Fig. 3. Simplified mechanical model of the turbine 
 

This effect is difficult to understand in the case of 
conventional phase models. Therefore, it usually adopts 
two-phase models to consider in a comprehensive 
manner. Of course, this assumes that the induction is 
homogeneous in the whole structure. In our approach, we 
adopt the d-q Park model of the asynchronous machine. 
The effect of saturation is taken into account via a 
magnetizing inductance (Lm). This is approximated by a 
polynomial function of the voltage ௣ܸ௛ [14], [15]. Using 
the relationships between the components of flux and 
currents in the ݀ݍ arbitrary reference benchmark yields 
the voltage equations and flow expressed as below. 

Electrical Equations 

For the stator: 
 

൜ ௤ܸ௦ = ܴ௦݅௤௦ + ߱߶ௗ௦ + ௤௦߶݌
ௗܸ௦ = ܴ௦݅ௗ௦ − ߱߶௤௦ + ௗ௦߶݌

 (9)

 
For the rotor: 

 

ቊ ௤ܸ௥
ᇱ = ܴ௥ᇱ ݅௤௥ᇱ + (߱ − ߱௥)߶ௗ௥ᇱ + ௤௥ᇱ߶݌

ௗܸ௥
ᇱ = ܴ௥ᇱ ݅ௗ௥ᇱ − (߱ − ߱௥)߶௤௥ᇱ + ௗ௥ᇱ߶݌

 (10)

Magnetic Equations 

For the stator: 
 

ቊ߶௤௦ = ௟௦݅௤௦ܮ + ௠൫݅௤௦ܮ + ݅௤௥ᇱ ൯
߶ௗ௦ = ௟௦݅ௗ௦ܮ + ௠(݅ௗ௦ܮ + ݅ௗ௥ᇱ )

 (11)

 
For the rotor: 

 

ቊ߶௤௥
ᇱ = ௟௥ᇱܮ ݅௤௥ᇱ + ௠൫݅௤௦ܮ + ݅௤௥ᇱ ൯

߶ௗ௥ᇱ = ௟௥ᇱܮ ݅ௗ௥ᇱ + ௠(݅ௗ௦ܮ + ݅ௗ௥ᇱ )
 (12)

Equation of Electromagnetic Torque: 

௘ܶ = ൬
3
2
൰ ൫݅ௗ௦݅௤௥ᇱ(௠ܮܲ) − ݅௤௦݅ௗ௥ᇱ ൯ (13)

 

Driving Torque of the SEIG: 

஽ܶ = ൬
ܬ
ܲ
൰ܲ߱௥ + ௘ܶ + ݂ܲ߱௥ (14)

 
௠௘௖ߗ = ܲ · ߱௥ (15)

 
where ߶௤௦, ߶ௗ௦, ߶ௗ௥ᇱ  and ߶௤௥ᇱ  denotes the flux linkage, 
and p denotes the Laplace operator.  

The self-excited induction generator (SEIG) works 
just like an induction machine in the saturation region, 
except for the fact that there are excitation capacitors 
connected across the terminals of the stator. In our work, 
the benchmark reference related to the stator (ω = 0) is 
used to simulate the model of SEIG (Figs. 4). 

 

 
 

Figs. 4. Circuit diagrams of the SEIG in the Park reference d-axis and 
q-axis connected to the stator 

 
State-space dynamic model of SEIG: 

 
̇ܫ = ܫܣ + (16) ܷܤ
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௦ܮ = ௟௦ܮ + ௥ܮ ௠   andܮ = ௟௥ܮ + ௠ (18)ܮ
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The capacitor voltages in Figs. 4 can be represented: 
 

௖ܸ௤ =
1
ܥ
න ݅௤௦ ݐ݀ + ௖ܸ௤଴ (19)

 

௖ܸௗ =
1
ܥ
න ݅ௗ௦ ݐ݀ + ௖ܸௗ଴ (20)

III.1. Determination of the Initial Conditions 

The induction machine requires the residual 
magnetism for the self-energizing process. Residual 
magnetism cannot be zero. The initial conditions required 
in the equation for the simulation of self-excited 
induction generator can be determined from 
measurements of the induction machine and capacitors. 
The initial voltage on the capacitor decreases with time 
due to leaks. ௖ܸ௤଴, ௖ܸௗ଴  are the initial capacitor voltages: 
 

௖ܸ௤଴ = ௖ܸ௤ห௧ୀ଴   and   ௖ܸௗ଴ = ௖ܸௗ|௧ୀ଴ (21)
 

The constants ܭௗ௥ and ܭ௤௥ are due to the remanent 
flux in the machine: 

 
ௗ௥ܭ = ߱௥߶௤௥଴   and   ܭ௤௥ = ߱௥߶ௗ௥଴ (22)

III.2. Modeling of an Autonomous Induction Generator 
Taking Into Account the Saturation 

In most cases, the linear model of the asynchronous 
machine is sufficient to achieve good results in the 
analysis of transients (start ...). This model assumes that 
the magnetizing inductance is constant, which is not 
entirely true, since the magnetic material used for 
manufacturing is not perfectly linear. However, in certain 
utilizations of the asynchronous machine (self-excited 
generator, wind), it is essential to take into account the 
effect of magnetic circuit saturation and thus the 
variation of the magnetizing inductance [16], [17]. When 
the capacitors are connected across the terminals of the 
stator of an induction machine, driven by an external 
motor or a wind turbine, a voltage will be induced on its 
terminals. The electromotive force (EMF) and the current 
induced in the stator windings will continue to rise until 
the balanced state is reached, influenced by the magnetic 
saturation of the machine. Therefore, the magnetizing 
current should be calculated for each stage of integration 
in terms of dq currents of the stator and rotor as:  
 

௠ܫ = ට(ܫௗ௦ + ௗ௥)ଶܫ + ൫ܫ௤௦ + ௤௥൯ܫ
ଶ
 (23)

 
The magnetizing inductance is calculated from the 

magnetization characteristic expressed using the curve 
between ܮ௠ and  ௣ܸ௛. The relationship between ܮ௠ and 
௣ܸ௛ is achieved by a synchronous speed test for SEIG 

testing and can be written as: 
 

௠ܮ = −1.57 × 10ିଵଵ ௣ܸ௛
ଶ + 2.44 × 10ି଼ ௣ܸ௛

ଷ

− 1.19 × 10ିହ ௣ܸ௛
ଶ

+ 1.42 × 10ିଷ ௣ܸ௛ + 0.245 
(24)

 
TABLE I 

PARAMETERS OF THE TURBINE 
Parameters name Values 

Wind radius 
Multiplier Gain 
Inertia of the shaft  
Air density 

R=35.25 m 
G = 6 
J =100 kg m2 

ρ =1.225 kg/m3 

 
TABLE II 

PARAMETERS OF THE SEIG 
Parameters name Values 

Nominal power 
Nominal voltage 
Nominal current 
Stator resistance 
Rotor resistance 
Stator inductance 
Rotor inductance 
Mutual inductance 
Number of pole pairs 
Coefficient of friction 
Frequency  

Pm = 3.6 kW 
Vn=250 V (Δ) 
In =7.8 A 
 Ω 1.66=ݏܴ
  Ω 2.74= ݎܴ
 mH 11.4 =ݏܮ
 mH 11.4 =ݎܮ
 m= 180 mHܮ
P = 2 
 0.0024N m s-1=ݎ݂
f= 50 Hz 

IV. Simulation Results 
Simulation results were determined for the SEIG 

without load and under different loads, with the 
conditions of balanced and unbalanced excitation. The 
simulations were carried out with MATLAB / Simulink. 
Residual magnetism in the machine is taken into account 
in the simulation process, since it is necessary for the 
self-excitation. The data of this machine are given in 
Table I and Table II. The performance of this machine 
has been studied in different conditions, being balanced 
and unbalanced. Two excitation capacitors are chosen for 
ௗܥ = ௤ܥ = 60 μF. 

 

 
 

Fig. 5. Schematic Diagram of the WECS 
 

The transient response to different excitation 
capacitors in Figs. 6 shows the voltage accumulation 
under different capacitors excitement. It is clear that the 
process of accumulation is much faster with the larger 
capacitor (80 μF). In addition, the importance of voltage 
is much higher in the case of larger capacitor. The effect 
of the excitation capacitor on the generator current is 
illustrated in Figs. 7. The excitation current is higher with 
the larger capacitor excitation. 
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(a) Stator voltage for ܥ௤ = ௤ܥ = 80 μF (b) Stator voltage for ܥ௤ = ௤ܥ = 60 μF 

 

 
(c) Stator voltage for ܥ௤ = ௤ܥ = 50 μF 

 
Figs. 6. Stator voltage under different capacitors excitation 

 

 
(a) Stator current for ܥ௤ = ௤ܥ = 80 μF  (b) Stator current for ܥ௤ = ௤ܥ = 60 μF 

 

 
(c) Stator current for ܥ௤ = ௤ܥ = 50 μF 

 
Figs. 7. Current accumulation under different capacitors excitation 

 
IV.1. Sudden Loss of a Portion of Excitation Capacitor 

in a Phase 
Fig. 8 shows the response of the SEIG when there is a 

sudden loss of an excitation capacitor. It is assumed that 
the phase excitation capacitor  ௦ܸ௤ suddenly changed  ݍܥ 
from 60 to 50μF at t =1.4seconds while  ݀ܥ  is kept 
without change.  

This case represents an imbalance upon excitation of 
the SEIG. It is clear that this disruption reduces the phase 
voltages differently. The effect of the disturbance on the 
phase current is shown in Figs. 9. The reduction of the 
excitation capacitor could lead to voltage collapse as can 
be seen in Fig. 8. 
 

0 0.5 1 1.5 2 2.5 -4 
-3

-2 
-1

0 
1 
2 
3 
4

Time (s)

C
u
rr

e
n
t 
Iq

s&
 I
d
s

Id
s 

 

 
Iqs (A)

Ids (A) 

C = 50 µF 

0 0.2 0.4 0.6 0.8 1 1.2 1.4 -5 

0 

5 

Time (s)

C
u
rr

e
n
t 
Iq

s&
 I
d
s 

Id
s 

 

 Iqs (A) 
Ids (A)

C = 60 µF 

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 -8 
-6 
-4 
-2 
0 
2 
4 
6

8 

Time (s)

S
ta

to
r 

cu
rr

e
n
t 
Iq

d
 (

A
)

(A
) 

 

 Iq (A) 
Id (A) 

C = 80 µF 

0 0.5 1 1.5 2 2.5 -300

-200

-100

0 
100 
200

300

Time (s)

S
ta

to
r 

vo
lta

g
e
 V

q
s&

V
d
s 

V
q
s&

V
d
s 

 

 Vqs (V) 
Vds (V) 

C = 50 µF 

0 0.2 0.4 0.6 0.8 1 1.2 1.4
-300 
-200 
-100 

0 
100 
200

300

Time (s)

S
ta

to
r 

vo
lta

g
e
  

V
q
s&

V
d
s

V
q
s&

V
d
s 

 

 Vq (V)
Vd (V)

C = 60 µF 
0 0.2 0.4 0.6 0.8 1 -300

-200

-100

0 
100 
200 
300 

Time (s)

S
ta

to
r 

vo
lta

g
e
 V

q
d
 (

V
) 

(V
) 

 

 Vq (V) 
Vd (V)

C = 80 µF



 
A. Belabbes et al. 

Copyright © 2017 Praise Worthy Prize S.r.l. - All rights reserved                               International Review on Modelling and Simulations, Vol. 10, N. 3 

174 

 
 

Fig. 8. Voltage curve with a loss of part of the excitation capacitor 
 

 
(a) Stator current Iq 

 
(b) Stator current Id 

 
Figs. 9. Current curve with a loss of a part 

of the excitation capacitor 

IV.2. Simulation of Self-Priming in a Resistive Load 

The principle is the same as in case with no load, 
except that the additional equations will change as 
follows: 

 

⎩
⎪
⎨

⎪
⎧
݅௖ = ݅௦ − ݅௟
݀ ௖ܸ

ݐ݀
=

1
ܥ
݅௖

݅௟ = ௖ܸ

ܴ

 (25) 

 
where ݅௖௛: load current. The effect of the sudden change 
by a resistive load is shown in Figs. 10, 11. At ݐ =  1.4 

seconds the resistive load of 50Ω value is suddenly 
appliedacross each phase. It is observed that the voltage 
drop and current increases with an increase against Fig. 
12 load current. 
 

 
Fig. 10. Voltage curve with a resistive load R 

 
Fig. 11. Current curve with a resistive load R 

 
Fig. 12. Current curve of the resistive load R 

 
Fig. 13. Voltage curve for resistive load R=20Ω 
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But when applying a load ܴ =  20Ω it is seen on Fig. 
13 and Fig. 14 that the SEIG peaks and the excitation 
capacitor cannot have the means for balanced operation 
and the generator loses its voltage. 

 

 
Fig. 14. Current curve for resistive load R = 20Ω 

IV.3. Simulation of Self-Priming  
with an Inductive Load 

The principle of self-priming charge remains the same 
as no load, except that the equations of excitement will 
take another form. The equations in the generalized 
reference Park transform are:  
 

⎩
⎨

⎧
݀
ݐ݀ ௗܸ௦ =

1
ܥ

(݅ௗ௦ − ݅௟ௗ)

݀
ݐ݀
݅௟ௗ =

1
௖௛ܮ

( ௗܸ௦ − ܴ௟݅௟ௗ)
 (26) 

  

⎩
⎨

⎧
݀
ݐ݀ ௤ܸ௦ =

1
ܥ
൫݅௤௦ − ݅௟௤൯

݀
ݐ݀
݅௟௤ =

1
௟ܮ
൫ ௤ܸ௦ − ܴ௟݅௟௤൯

 (27) 

 
The effect of the sudden change caused by RL load is 

shown in Figs. 15, 16. At ݐ =  1.4 seconds where  ܴ =
 50Ω and ܮ =  5 mH is suddenly applied across each 
phase. 

It is observed that the voltage drop (Fig. 15) and 
load’s current increases (Fig. 16 and Fig. 17). 
 

 
 

Fig. 15. Voltage curve for RL load 

 
 

Fig. 16. Current curve for RL load 
 

 
 

Fig. 17. Current curve of the RL load 
 

The effect of apureinductive loadon transient response 
is seen in Fig. 18 and Fig. 19, when a sudden pure 
inductive load is applied at  ݐ =  1.4 seconds. 

 

 
 

Fig. 18. Voltage curve for purely inductive load 
 

 
 

Fig. 19. Current curve for purely inductive load 
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The inductor value applied through each phase is 
 250 mH. The response indicates that the excitation 
capacitors are not in this case able to keep a stable 
operation. 

V. Conclusion 
This work presents the development of an overall 

dynamic model for a SEIG. The model is suitable for 
studying the generator operation in balanced and 
unbalanced conditions as well as operating for different 
values of the excitation capacitors. Several simulation 
scenarios were studied and analyzed. The results shown 
that an SEIG can be efficient, and inexpensive, as a 
generator for isolated networks system for specific load 
margin (value and unbalance). Based on the results in 
[18], this model will be used to study the effects of 
installing an active filter in an isolated network. This 
work will be done on a real time simulator. 
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Seawater Desalination Pilot Plant: Optimal Design 
and Sizing of Solar Driven-Four Effect Evaporators 

Combined with Heat Integration Analysis 
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Abstract – This paper puts forward the results and methodology used for thermal analysis, sizing 
and design of four effects pilot scale desalination unit combined with solar thermal energy and 
using falling film evaporators for a production capacity of 7m3/day. The modelling equations are 
given at steady-state conditions and are based on mass and heat balances equations, heat transfer 
equations, and thermodynamic and physical properties of each stream. MATLAB programming is 
used for the resolution of the developed algorithm. The impact of the important parameters, such 
as evaporator type, tube dimensions, heating medium and top brine temperatures on the 
performance ratio and heat transfer rate, has been studied. Besides, this work is completed by 
Pinch analysis to provide the optimal Heat Exchanger Network (HEN) taking into account three 
different configurations and the impact of the minimum temperature difference ∆Tmin. Results show 
that it is beneficial to use the horizontal falling film evaporators allowing high heat transfer 
coefficient values ranging between 3.18 and 3.32kW/m2/K. In addition, the optimal HEN enables a 
62% reduction of thermal power needed to feed seawater heating. Also, in this study, several 
suggestions and criteria for evaporators and HEN design and optimization have also been dealt 
with. Copyright © 2017 Praise Worthy Prize S.r.l. - All rights reserved. 
 
Keywords: Seawater Desalination, MED, Solar Energy, Heat Integration, Pinch Analysis 
 

 

Nomenclature 
Ai Heat transfer area for effect i (m2) 
Bi Partial mass flow rate of rejected brine for 

effect i (kg/s) 
Di Partial mass flow rate of produced fresh water 

for effect i(kg/s) 
Fi Partial mass flow rate of feed seawater for 

effect i (kg/s) 
Vi Mass flow rate of vapor (kg/s) 
Mb Global flow rate of rejected brine (kg/s) 
Md Global flow rate of produced fresh water (kg/s) 
Mf Global flow rate of feed seawater (kg/s) 
Ms Mass flow rate of heating medium (kg/s) 
Mcw Mass flow rate of cooling water (kg/s) 
Q Thermal power (kW) 
T Temperature (°C) 
Ti Temperature inside effect i (°C) 
Ui Overall heat transfer coefficient for effect i 

(kW/m2/°C) 
Nt Number of tubes 
LMTD Logarithmic mean temperature difference(°C) 
cp Specific thermal capacity (kJ/kg/°C) 
Nu Nusselt number 
Re Reynolds number 
Pr Prendlt number 
L Length of tubes (m) 
λ, Li Latent heat of evaporation/condensation (kJ/kg) 

BPE Boiling point elevation (°C) 
De Equivalent diameter (m) 
kw Thermal conductivity of metal 
μ Dynamic viscosity (kg/m/s) 
ρ Density (kg/m3) 
η Efficiency (%) 

I. Introduction 
No one can deny that fresh water is one of the most 

vital elements for human life. Yet, its shortage has 
become one of the most serious problems mankind is 
facing for the few last decades, in many countries in arid 
and semi-arid areas including Morocco. The use of 
renewable energy as a heating source for fresh water 
production by desalination is, therefore, among the most 
effective ways to tackle both water scarcity and pollution 
risks [1]-[39]. 

The high thermal heat consumption is the main 
problem in seawater desalination when the phase change 
processes, such as the multi effect evaporation process 
and Multi stage flash processes are used. This problem 
becomes more hazardous when renewable energy is used 
to provide the required thermal energy to the desalination 
unit because it is difficult to produce the sufficient 
amount of heat which is equivalent to that produced by 
traditional fossil fuels. That is why the decrease in energy 
consumption has been the focus of several research and 
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engineering studies. Increasing the number of effects in 
distillation processes is considered as the best solution to 
decrease the required thermal energy. What is more, the 
process heat integration can also bring significant 
reduction of required thermal heat and economic benefits 
to desalination unit especially for parallel feed MED 
process by improving the heat exchangers network used 
for heat recovery. MED desalination process is not a new 
concept; it is a technology dated back to before the 
Second World War when desalination systems were 
based on evaporation processes, as those employed in 
boats. Around 1930, Small MED units were constructed 
in the City of Jeddah, Saudi Arabia and in Curacao and 
Aruba, Netherland Antilles. They were composed of two 
and three-effect evaporators [1]. In the literature, 
research on MED desalination process has gained more 
interest, especially in the last decades. Indeed, there have 
been many published papers related to modelling, 
designing and thermal analysis of MED seawater 
desalination units. Al-Mutaz and Wazeer [2] developed a 
simple mathematical model for MED-TVC desalination 
plants in steady-state conditions; they considered all 
aspects of design procedures for an MED-TVC system, 
using MATLAB software to evaluate the system 
performance obtained in terms of gain ratio, specific heat 
transfer area, specific heat consumption and distillate 
production. Good agreement has been obtained between 
model data and actual data when the model validity was 
tested against some available data of six commercial 
plants. El-Dessouky et al. [3] presented an efficient 
mathematical model describing the Multiple Effect 
Distillation desalination system. The model assumed the 
case of constant heat transfer areas for the evaporators 
and the feed pre-heaters in all effects, and the algorithm 
is implemented using L-A-S computer aided language. 
The results show that the heat transfer coefficients in the 
evaporators and the pre-heaters increased with boiling 
temperature. The heat transfer coefficients in the 
evaporator are always high when they are compared to 
that in the pre-heater at the same boiling temperature, 
while the plant thermal performance ratio is nearly 
independent of the top brine temperature and strongly 
related to the number of effects. Khademi et al. [5] 
described a steady-state simulation and optimization of a 
six-effect evaporator; they presented the effect of 
different parameters on consumed steam produced 
distilled water and GOR. The feed mass flow rate, 
condenser pressure and operating time are optimized for 
this system. The simulation shows that the feed 
temperature plays the most important role in the 
evaporation plant. Shakib et al. [6] presented a 
thermodynamic model for ME-TVC combined with gas 
turbine power using a heat recovery steam generator. 
They performed an optimization with three approaches: 
the first approach is a global optimization problem, the 
second one is a local optimization approach, while the 
third approach is a multi-objective optimization. El-
Dessouk, Ettouney, and Mandani [7] performed a steady 
state analysis of various configurations of MEE 

desalination plant, the results showed that the best 
performance is obtained from the parallel/cross flow and 
the parallel flow systems, and operation of both systems 
is favored at higher temperatures. Moreover, the design, 
construction, and operation of parallel flow system is 
simpler. The comparison of the MSF, forward feed, 
parallel, and parallel-cross flow MEE systems show that 
the forward feed MEE presents more advantages than the 
other systems. Palenzuela et al. [8] also carried out a 
MEE model under steady-state conditions taking into 
account the same characteristics of the pilot MEE plant at 
PSA. MATLAB software is used to solve the 
mathematical model. The model has been validated by 
comparing it to experimental data from real plant 
operation; the results show that the errors are lower than 
9%. Al-Mutaz et al. [9] developed a mathematical model 
for the parallel/cross, forward and backward feed 
configurations; it was found that steam temperature has 
the major impact on the specific heat transfer area in 
MEE process and the parallel-cross feed scheme has 
better performance characteristics than the other two feed 
configurations. 

The combination using renewable energy and MED 
seawater desalination process has received significant 
attention by many researchers, especially when solar 
thermal energy is used. Several publications focus on the 
modelling, simulation and analysis of MEE desalination 
process using solar energy are available in the literature. 
Yılmaz and Söylemez [10] present a design and a 
mathematical modelling of multi-effect evaporation 
seawater desalination system with Forward-Feed 
configuration using hybrid renewable energy sources. 
Visual Basic programming language is used for computer 
simulation. The results obtained show a good accordance 
with data from the literature. Ali M. El-Nashar et al. [11-
16] designed and analyzed performances of a seawater 
solar desalination MES plant, using evacuated tube flat 
plate collector. The plant was designed for a maximum 
capacity of 120 m3/day. Bataineh [17] studied the annual 
performance of multi-effect desalination plant combined 
with a thermo-compressor MED–TC driven by a solar 
steam generation using parabolic trough solar collector 
field. The unit is designed for a production capacity of 
50,000 m3/day of fresh water regularly. 

In order to innovate or enhance the experimental 
analysis and results of combining the use of renewable 
energy and seawater desalination processes, the 
International University of Rabat proposed the 
construction of new solar driven seawater desalination 
pilot scale unit using multi-effect distillation (MED) 
process. The principal benefits of such a system will be 
associated with the environment protection, low 
maintenance and accessibility to small communities. This 
paper presents the basics and results that are used for the 
evaporators and heat exchanger networks design, sizing 
and optimization based on thermal analysis and process 
heat integration. It is composed of two complementary 
parts, the first one contains the MED unit sizing based on 
modelling and simulation under different geometrical 
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conditions such as evaporators’ tubes dimensions and 
operating conditions. The second one deals with the heat 
exchanger network selection and sizing based on Pinch 
analysis. 

II. Process Description and Material 
Selection 

The seawater desalination pilot unit is based on using 
the multi effect evaporation technology using four effects 
and solar thermal panels as a source of the required 
energy. The unit will be installed at the International 
University of Rabat (UIR-Morocco) with a production 
capacity of 7 m3/day. As shown in Fig. 1, the unit is 
composed of three subsystems: 
 The evaporation /condensation unit 
 Heat exchangers network: 
 And solar system 

The evaporation/condensation unit is composed of 
four evaporators assembled using parallel feed 
configuration. This configuration has been chosen 
because it is the most economical and more efficient 
when the feed seawater is nearly saturated, when 
introduced inside the evaporators [2]. The solar panels 
are vacuum tubes collector type and they use hot water as 
a heating medium and, thus, provides the evaporation 
unit with the required thermal energy. 

The required thermal energy for feed seawater heating 
will be provided by the same source of heat and by the 
heat recovered from rejected brine and distillate by using 
the exchanger network. 

It is very important to choose appropriate material to 
ensure proper operation so as to avoid as many problems 
as possible and thus ensure the plant efficiency. The 
choice of the suitable type of evaporators and heat 
exchangers to be used depends on several parameters, 
essentially: cost, heat transfer rate, maintenance and 
cleaning and corrosion risks. The most suitable type of 
evaporator for seawater desalination is the falling film 
evaporator type. It has two main configurations that 
include horizontal and vertical tube as shown in Figs. 2. 
The horizontal tube is the most common design used in 
the desalination industry because of its significant 
advantages, such as high heat transfer coefficients under 
low flow rate and small temperature difference [5]. In 
this study, both types of falling film evaporators are taken 
into account in order to make the best choice based on 
their performances. 

It was reported that the recommended material for 
effect tubing is Aluminum for horizontal tube design and 
Aluminum brass or copper-nickel for vertical tube design 
[31]. The Plate heat exchanger type is selected for this 
plant because of its high heat transfer rate under small 
temperature difference and ease of maintenance.  

The data used in the calculations and design are given 
in Table I. 

 

 
 

Fig. 1. Four effect MED seawater desalination pilot unit 
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(a)                                                                                                                             (b) 

 
Figs. 2. (a): Horizontal tubes falling film evaporator, (b): Vertical tubes falling film evaporator 

 
TABLE I 

DESIGN DATA OF THE PLANT 
Solar Panels MED System 

Type of panel Vacuum tubes Number of 
effects 4 

K1 and K2 
respectively 

1,936 W/m2/K 
0,006 W/m2/K2 

Produced 
fresh water 

mass 
flow rate 

7 m3/day 
(Day=8houres) 

Optical 
efficiency η0 

0,774 
Evaporation 
rate (% of 

mass) 
25 

Solar 
radiation 
(Rabat-

Morocco) 

800 W/m2 

(DNI) 
Evaporator 

type 
Falling film 
evaporator 

SF 60% Tubes 
material 

Aluminium or 
Aluminium 

brass 
Absorber area 
per panel (30 

tube) 
4,889 m2 Tube 

dimensions “Variables” 

External 
dimensions 2,170×2,250 m Seawater 

salinity 35 g/l 

III. Modelling Equations 
The modeling of the study state operation of the unit is 

carried out based on the mass and energy conservation 
equations, heat transfer and thermodynamics 
correlations. The latters are used to estimate the heat 
transfer coefficients and the thermodynamics properties, 
such as thermal capacity, viscosity and density of 
different streams. The resolution of the obtained model is 
done using an iterative algorithm and Matlab 
programming software. 

This study takes into account the impact of design 
parameters, including the evaporators’ tubes diameter 
and length in addition to the operating parameters such as 
the top brine and heating medium temperatures on the 
unit performance. The model also considers the 
following assumptions: 
 Salt concentration equals zero for produced distillated 

water; 
 All the evaporators and the condenser are assumed 

adiabatic  

 Steams entering or leaving the evaporators are 
saturated 

 Solar irradiation is assumed constant. 

III.1. Heat and Mass Balances 

III.1.1.   Solar System 

The thermal power provided by the solar panels 
depends on the absorber area, the panel efficiency and 
the solar direct normal irradiation, which is calculated 
using the following equation: 

 
௦ܲ = ௚ (1)ܧ௣ܣߟ

 
The solar efficiency represents the ratio between the 

amount of solar irradiation received by the collector and 
the energy converted into useful heat; it depends on the 
panel characteristics such as the optical efficiency of the 
collector transparent glass. The collector efficiency is 
calculated by [18]: 

 

ߟ = ଴ߟ −
′ܶ∆ଵܭ
௚ܧ

−
ଶ(∆ܶ′)ଶܭ

௚ܧ
 (2)

 
The solar energy is converted into thermal energy and 

transferred to heating medium. The energy balance 
equation for the heating medium is given by the 
following equation: 

 
)௦ܿ௣௪ܯ ௢ܶ௦ − ௜ܶ௦) = ௦ܲ − ௟ܲ௢௦௦ଵ (3)

 
where Ploss is the lost thermal power to the ambient by 
heat transfer through the piping system. 

III.1.2.   Evaporators 

III.1.2.1. The First Effect 

The mass balance equation for the first evaporator is 
given by: 
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ଵܨ = ଵܤ +  ଵ (4)ܦ
 
The thermal power of the heating medium is used to 

evaporate a portion of the feed seawater, thus, the energy 
balance equation is expressed by the following equation: 

 
)௦ܿ௣௪ܯ ௢ܶ௦ − ௜ܶ௦) = ଵܮ ଵܦ + ௟ܲ௢௦௦,௘௩ଵ (5) 

 
where, the mass flow rate of produced distillated water is 
obtained by: 

 
ଵܦ = ܺ௘௩ଵ  ଵ   (6)ܨ

 
The required heat transfer area for the evaporator is 

related to the power exchanged, the overall heat transfer 
coefficient and the log mean temperature difference using 
the following relationship: 

 
)௦ܿ௣௪ܯ ௢ܶ௦ − ௜ܶ௦) = ଵߟ ଵܷܣଵ(ܦܶܯܮ)ଵ (7) 

 
where, the LMTD is defined as: 

 

ଵܦܶܯܮ = ( ௢ܶ௦ − ௜ܶௌ)݈݊ ( ଵܶ − ௢ܶ௦

ଵܶ − ௜ܶௌ
) ିଵ (8) 

III.1.2.2. Effect 2, 3, and 4 

The mass balance equations obtained for the other 
effects are similar to the first one; indeed, they are given 
in the following expressions: 

 
௜ܨ = ௜ܤ +  ௜ (9)ܦ

 
where: 

 
௜ܦ = ܺ௘௩௜  ௜ (10)ܨ 

 
The heat balance equation is given by: 
 

௜ିଵܮ௜ିଵܦ = ௜ܦ ௜ܮ  + ௟ܲ௢௦௦,௘௩௜ (11) 
 
The heat transfer equation is given by: 
 

௜ିଵܮ௜ିଵܦ = ௜ߟ ௜ܷܣ௜∆ ௜ܶ (12) 
 

where, ∆Ti is the temperature difference between the 
condensing vapor and the boiling seawater. 

III.1.3.   Last Condenser 

An additional mass flow rate of cooling seawater Mcw 
is added to the condenser to ensure the total condensation 
of vapor; in this case the last effect vapor’s latent heat of 
condensation is absorbed by the cooling water and feed 
seawater. The energy balance equation for the condenser 
is given by: 

 
ସܸܮସ = ൫ܯ௖௪ + ௣൫ܥ௙൯ܯ ௙ܶ − ௙ܶ௜൯ + ௟ܲ௢௦௦,௖௢௡ (13) 

The condenser heat transfer equation is expressed by 
the following: 

 
ସܸܮସ = ௖௖௢௡ߟ ௖ܷ௢௡ܣ௖௢௡(ܶܦܯܮ)௖௢௡ (14)

III.2. Heat Transfer Correlations 

The global heat transfer coefficient based on the outer 
surface of the tube is expressed by the following 
equation: 

 
1
ܷ௢

=
1
ℎ௜
௢ݎ
௜ݎ

+ ௙ܴ௜
௢ݎ
௜ݎ

+
௢ݎ) ௢݈݊ݎ ௜ൗݎ )

݇௪
+ ௙ܴ௢ +

1
ℎ௢

 (15)

 
In the MEE plant, there is a wide range of process 

streams and operating conditions which make each heat 
transfer situations a unique one. Indeed, the global heat 
transfer coefficient Uo is related to five thermal heat 
coefficients: 
 The convective heat transfer coefficients inside and 

outside tubes hi and ho, respectively; 
 The fouling resistances inside and outside tubes Rfi 

and Rfo, respectively; 
 and the thermal conductivity of tube material kw. 

In this study, the total heat transfer area is taken as that 
in contact with the liquid flowing outside of the tubes. 

Kern [23] developed the following experimental 
correlations to calculate the convective heat transfer 
coefficient for liquid flowing inside tubes 

For Reynolds number less than 2000: 
 

ℎ௜
ൗܩܿ = 1,86 ቀ݀௜ܩ µൗ ቁ

ିଶ
ଷൗ
ቀܿµ

݇ൗ ቁ
ିଶ

ଷൗ ቀܮ ݀௜ൗ ቁ
ିଵ

ଷൗ  

(µ௕ µ௪ൗ )଴,ଵସ 
(16)

 
For Reynolds number less between 2000 and 10000: 
 

ℎ௜
ൗܩܿ = 0.116 ൮

ቀܦ௜ܩ µൗ ቁ
ଶ
ଷൗ
− 125

(݀௜ܩ µൗ )
൲ 

⎝

⎜
⎛ 1 + ቀܮ ݀௜ൗ ቁ

ିమయ

ቀܿµ
݇ൗ ቁ

మ
య൫µ௕ µ௪ൗ ൯

ି଴.ଵସ

⎠

⎟
⎞

 

(17)

 
For Reynolds number greater than 10000: 
 

ℎ௜
ൗܩܿ = 0.023 ቀܿµ

݇ൗ ቁ
ିଶ ଷൗ ቀ݀௜ܩ µൗ ቁ

ି଴,ଶ
൫µ௕ µ௪ൗ ൯

଴.ଵସ
 (18)

 
The correlations above are used to calculate the 

convective heat transfer coefficient for hot water 
provided by a solar system, used as heating medium in 
the first effect. 

Boiling heat transfer coefficient for a thin film of 
seawater flowing over the outside of the vertical tubes 
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can be obtained using the correlation developed by 
Chung & Seban [26]: 

 
ℎ଴ = ௅ߩ0,014

଴,଺଺݇௅
଴,ଷହܥ௉௅

଴,଺ହߤ௅
ି଴,ସଵݖ଴,ସ (19) 

 
The above correlation is used for seawater inside 

vertical tubes falling film evaporators, it is valid when 
the temperature of evaporated liquid is between 28 and 
100°C and for Reynolds number between 1600 and 
21000. 

For the horizontal tubes falling film evaporators, Mu 
and Shen correlation [27] calculate the boiling heat 
transfer coefficient for a thin film of seawater flowing 
over the outside of horizontal tubes: 

 
௘ݑܰ = 0,0532 ܴ݁଴.ଶଵܲݎ଴.଻ଷଵ݁ି଴.଴ଶଶ଼ଷ௫ (20) 

 
with: 

 
ܴ݁ = ߁ 4 ௅ൗߤ   and  ܰݑ௘ = ℎ଴(߭

ଶ

݃݇ଷൗ )ଵ/ଷ 

 
This correlation is valid for Reynolds number between 

163.86 and 826.32, and for Pr number between 2.97 and 
4.13. 

A heat transfer coefficient for vapor condensation 
inside vertical tubes is calculated using the laminar 
theory: 

 

ℎ௜ = ௅ߩ)0,925
ଶ݃݊ܦߨ௜௡

௅ߤ ௅ܹ
൘ )ଵ/ଷ (21) 

 
Shen and Liu [28], [29] studied the condensation 

character of a stratified flow inside a horizontal tube and 
developed the following correlation: 

 

ℎ௜ = 0,05775ܵ௦ ቆ
௅ߩ)௅ߩ − ௜ܮ௩)݃݇ଷߩ

∆௜ܦ௅ߤ ௜ܶ
ቇ
଴.ଶହ

 (22) 

 
ܵ௦ = ଶݏ0.944) + ݏ0.841 + 0.291) (23) 

 
Thermal resistance Rf is caused by the phenomenon of 

material deposition from flowing seawater onto a heat 
exchanger, evaporator or condenser surface. The deposit 
can reduce the thermal efficiency of the equipment by 
imposing a resistance to heat transfer, because the deposit 
material has a low thermal conductivity [20]. A fouling 
model was developed by Kern and Seaton [21], they 
found that fouling is an extremely complex mechanism. 
Fundamentally, it may be characterized as an unsteady 
state momentum, mass and heat transfer problem. In 
desalination process, fouling has always been a 
recognized phenomenon, although poorly understood. 
Watkinson [22] reported the effect of fluid velocity and 
the tube diameter on the asymptotic fouling thermal 
resistance in the case of calcium carbonate scaling with 
constant surface temperature and constant composition: 

 

௙ܴ
∗ = 0,101

ଵ,ଷଷ݀଴,ଶଷൗݑ  (24)
 
Fouling resistance can be expressed by the equation 

(25): 

௙ܴ = ௙ܴ
∗ ൬1 − ݁ି

೟
೟೎൰ (25)

 
where R*

f is the asymptotic fouling thermal resistance 
(m2 K/W) and is expressed as: 

 

௙ܴ
∗ =

ߦ௕ܥ஽ܲܭ
߬௦݇௙ߩ௙

 (26)

 
and tc is given by the expression below: 

 

௖ݐ =
ߦ
߬௦

 (27)

 
The fouling model above shows that the fouling 

resistance Rf is time dependent. However, under steady-
state conditions and when t becomes greater than 3tc, we 
can make the approximation that Rf ≈ R*

f. 

III.3. Thermodynamic and Physical Proprieties 

III.3.1.   Boiling Point Elevation 

The boiling point rises because of the salinity (BPE) 
and the hydrostatic head: 

 
௜ܶ = ௩ܶ௜ + ௜(ܧܲܤ) + ∆ ௛ܶ௜ (28)

 
The boiling point rise because of the salinity (BPE) 

can be expressed as a function of temperature and 
concentration of salt [19]. Accordingly: 

 
ܧܲܤ = ܿܣ + ଶ (29)ܿܤ

 
where A and B are temperature dependent constants, 
calculated by the following: 

 
ܣ = ଵܣ + ݐଶܣ + ଶ (30)ݐଷܣ

 
ܤ = ଵܤ + ݐଶܤ + ଶ (31)ݐଷܤ

 
The values of the constants Ai and Bi are: 
 

ଵܣ = 0,2009 × 10ିଷܤଵ = 0,0257 × 10ିଷ 
ଶܣ = 0,2867 × 10ିହܤଶ = 0,0193 × 10ିହ 

 
ଷܣ = 0,0020 × 10ି଻ܤଷ = 0,0001 × 10ି଻ 

 
where the concentration c is expressed by the chlorinity 
factor and the temperature is expressed in (°C). 

III.3.2.   Latent Heat of Evaporation 

The latent heat of evaporation (or condensation) of 
water can be expressed as a function of temperature by 
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the following expression: 
 

ߣ = 2499,5698 − 2,204864ܶ − 1,596 × 10ିଷܶଶ (32) 
 

where T is the saturation temperature in °C and l is the 
latent heat in kJ/kg. 

III.3.3.   Specific Thermal Capacity 

The seawater specific heat at constant pressure is 
given by the following correlation: 

 
௣ܥ = ଴ߙ) + ଵܶߙ + ଶܶଶߙ +  ଷܶଷ)10ିଷ (33)ߙ

 
where α0, α1, α2, α3 are salt concentration dependent 
constants, calculated by the following: 

 
଴ߙ = 4206,8 − 6,6197ܿ + 1,2288 × 10ିଶܿଶ 

 
ଵߙ = −1,1262 + 5,4178 × 10ିଶܿ − 2,2719 × 10ିସܿଶ 

 
ଶߙ = 1,2026 × 10ିଶ − 5,3566 × 10ିସܿ + 

+1,8906 × 10ି଺ܿଶ 
 

ଷߙ = 6,8777 × 10ି଻ + 1,517 × 10ି଺ܿ + 
−4,4268 × 10ିଽܿଶ 

 
This correlation is valid over salinity between 20000 

and 160000 ppm and temperature ranges between 20 and 
180°C. 

III.3.4.   Seawater Dynamic Viscosity 

The dynamic viscosity of seawater is given by the 
correlation bellow: 

 
ߤ = 10ିଷߤௐߤோ (34) 

 
with: 

 

ௐߤ = ݌ݔ݁ ൬−3,79418 +
604,129

(139,18 + ܶ)൰ (35) 
 

ோߤ = 1 + ଵܿߚ +  ଶܿଶ (36)ߚ
 

ଵߚ = 1,474 × 10ିଷ + 1,5 × 10ିହܶ + 
−3,927 × 10ି଼ܶଶ (37) 

 
ଶߚ = 1,073 × 10ିହ − 8,5 × 10ି଼ܶ + 

+2,23 × 10ିଵ଴ܶଶ (38) 

 
where μ is in kg/(m s), T is in °C, and c is in gm/kg. 

The above correlation is valid over salinity range 
between 0 and 130 gm/kg and temperature range between 
10 and 180 °C. 

IV. Computational Algorithm 
The developed model describing the system is 

composed of highly nonlinear equations. For this reason, 
there is need to use a powerful, but simple and 

convergent resolution methodology. The developed 
algorithm as shown in Fig. 3 is based on fixed point 
iterations methodology which is considered as a reliable 
convergent iterative procedure for resolving such system. 
The algorithm is composed of three parts. The first one is 
dedicated for the four effects calculations with the 
assumption that the heat transfer area is equal in all the 
effects and assuming that low pressure steam is used as 
heating medium for the first effect. This part of the 
algorithm starts by introducing the design of the fixed 
parameters such as the mass flow rate of feed seawater 
and the evaporation rate and changing parameters like 
tubes dimensions and top brine temperature. Then the 
overall heat transfer coefficients (OHTC) for the four 
effects are estimated and the first iteration begins, then 
the heat transfer areas, the number of tubes and the mass 
flow rates of different streams are calculated. New heat 
transfer coefficients are obtained based on these values, 
and then compared with the initial estimated heat transfer 
coefficients; if the error exceeds 0.1 %, the oldest values 
of the OHTC are replaced by the newest and the 
calculation procedure is repeated until the error becomes 
less or equal to 0.1 % for all effects. After that, the 
equality of the heat transfer area is checked; if the error is 
greater than 0.1%, the temperature difference ∆Ti in each 
effect will be corrected by the ratio of the calculated heat 
transfer area and its average value for the four effects. 
Again, the calculation procedure is repeated till the 
achievement of these two convergence conditions. 

The second part of the algorithm depends on the 
results obtained in the first one; it is used for the first 
effect correction because hot water is used as a heating 
medium instead of low pressure steam. It takes the mass 
flow rate of feed seawater, brine and distillate as input 
data and uses the same procedure in order to calculate the 
overall heat transfer coefficient and surface area and the 
characteristics of the first effect. Finally, the third part 
deals with the condenser’s calculations. 

V. Results of Evaporators and Condenser 
Optimization and Sizing  

V.1. Horizontal Tubes Falling Film Evaporators 
(HTFFE) 

V.1.1.   First Effect 

Figure 4 shows that the OHTC for the first effect 
decreases from 1.35 to 0.7kW/m2/°C when the diameter 
of tubes increases from 20 to 40 mm. However, its value 
remains approximately constant towards the tubes’ length 
variation. 

This is so, because in the case of the first effect, the 
limiting factor for the heat transfer rate is the convective 
heat transfer coefficient in the side of the heating 
medium flowing inside tubes. Thus, when the tubes’ 
diameter increases; the cross section area for heating 
medium increases, too as shown in Fig. 6 and then the 
specific mass flow rate decreases as presented in Fig. 5. 
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lowest possible top brine temperature in order to decrease 
the required heat transfer area of the first effect. It is also 
beneficial to use the horizontal falling film evaporators 
instead of the vertical configuration, due to
values of heat transfer coefficient of the former.
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lowest possible top brine temperature in order to decrease 
the required heat transfer area of the first effect. It is also 
beneficial to use the horizontal falling film evaporators 
instead of the vertical configuration, due to
values of heat transfer coefficient of the former.

Based on this, it has been suggested that the horizontal 
falling film evaporator type will be used for this 
desalination unit. The optimal characteristics of design 
and sizing of the four effects
selected and presente

In the next part, these results will be combined with 
energy integration using pinch analysis for heat recovery 
system and heat exchangers network optimization.

Feed seawater is supplied to the effects and needs to 
be heated to the saturation temperature of each effect in 
order to begin evaporation. 
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needs to be
to attain this result, heaters and coolers should be used 
for each stream in the process. However, this leads to 
using more heat energy and more heat exchangers. To 
reduce both energy consumption and investment cost, it 
is necessa
use hot streams to heat cold streams, and then the process 
should use much less energy to preheat feed seawater.

Moreover, the heat exchanger network must be done 
at the lowest possible cost.
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consumption and the cost of the heat exchanger network. 

TABLE II 
IMENSIONS 
2d effect

HFF evaporator
0.2181
0.0545
0.1636

60
19.87
3.265
5.5

1”1/4
3.5
16

Aluminium
0.518
4.2

Carbon steel

TABLE III 
OR T

Length 

M. Ghazi, E. Essadiqi, M. Mada, M. Faqir, A. Benabdellah

   International Review on Modelli

lowest possible top brine temperature in order to decrease 
the required heat transfer area of the first effect. It is also 
beneficial to use the horizontal falling film evaporators 
instead of the vertical configuration, due to
values of heat transfer coefficient of the former.

Based on this, it has been suggested that the horizontal 
falling film evaporator type will be used for this 
desalination unit. The optimal characteristics of design 
and sizing of the four effects
selected and presente

In the next part, these results will be combined with 
energy integration using pinch analysis for heat recovery 
system and heat exchangers network optimization.
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is necessa
use hot streams to heat cold streams, and then the process 
should use much less energy to preheat feed seawater.

Moreover, the heat exchanger network must be done 
at the lowest possible cost.

In this part, Pi
efficient method for heat integration and optimization is 
used to combine between minimizing the heat 
consumption and the cost of the heat exchanger network. 
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lowest possible top brine temperature in order to decrease 
the required heat transfer area of the first effect. It is also 
beneficial to use the horizontal falling film evaporators 
instead of the vertical configuration, due to
values of heat transfer coefficient of the former.

Based on this, it has been suggested that the horizontal 
falling film evaporator type will be used for this 
desalination unit. The optimal characteristics of design 
and sizing of the four effects
selected and presente

In the next part, these results will be combined with 
energy integration using pinch analysis for heat recovery 
system and heat exchangers network optimization.
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use hot streams to heat cold streams, and then the process 
should use much less energy to preheat feed seawater.

Moreover, the heat exchanger network must be done 
at the lowest possible cost.
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efficient method for heat integration and optimization is 
used to combine between minimizing the heat 
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lowest possible top brine temperature in order to decrease 
the required heat transfer area of the first effect. It is also 
beneficial to use the horizontal falling film evaporators 
instead of the vertical configuration, due to
values of heat transfer coefficient of the former.

Based on this, it has been suggested that the horizontal 
falling film evaporator type will be used for this 
desalination unit. The optimal characteristics of design 
and sizing of the four effects
selected and presente

In the next part, these results will be combined with 
energy integration using pinch analysis for heat recovery 
system and heat exchangers network optimization.
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lowest possible top brine temperature in order to decrease 
the required heat transfer area of the first effect. It is also 
beneficial to use the horizontal falling film evaporators 
instead of the vertical configuration, due to
values of heat transfer coefficient of the former.

Based on this, it has been suggested that the horizontal 
falling film evaporator type will be used for this 
desalination unit. The optimal characteristics of design 
and sizing of the four effects
selected and presente

In the next part, these results will be combined with 
energy integration using pinch analysis for heat recovery 
system and heat exchangers network optimization.
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ry to design a heat recovery system in order to 
use hot streams to heat cold streams, and then the process 
should use much less energy to preheat feed seawater.

Moreover, the heat exchanger network must be done 
at the lowest possible cost.

In this part, Pi
efficient method for heat integration and optimization is 
used to combine between minimizing the heat 
consumption and the cost of the heat exchanger network. 
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lowest possible top brine temperature in order to decrease 
the required heat transfer area of the first effect. It is also 
beneficial to use the horizontal falling film evaporators 
instead of the vertical configuration, due to
values of heat transfer coefficient of the former.

Based on this, it has been suggested that the horizontal 
falling film evaporator type will be used for this 
desalination unit. The optimal characteristics of design 
and sizing of the four effects
selected and presente

In the next part, these results will be combined with 
energy integration using pinch analysis for heat recovery 
system and heat exchangers network optimization.

Heat Exchanger Network
Using Pinch Analysis

Feed seawater is supplied to the effects and needs to 
be heated to the saturation temperature of each effect in 
order to begin evaporation. 

Conversely, a rejected brine and produced fresh water 
cooled down to a lo

to attain this result, heaters and coolers should be used 
for each stream in the process. However, this leads to 
using more heat energy and more heat exchangers. To 
reduce both energy consumption and investment cost, it 

ry to design a heat recovery system in order to 
use hot streams to heat cold streams, and then the process 
should use much less energy to preheat feed seawater.

Moreover, the heat exchanger network must be done 
at the lowest possible cost.

In this part, Pinch analysis which considered as an 
efficient method for heat integration and optimization is 
used to combine between minimizing the heat 
consumption and the cost of the heat exchanger network. 
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lowest possible top brine temperature in order to decrease 
the required heat transfer area of the first effect. It is also 
beneficial to use the horizontal falling film evaporators 
instead of the vertical configuration, due to
values of heat transfer coefficient of the former.

Based on this, it has been suggested that the horizontal 
falling film evaporator type will be used for this 
desalination unit. The optimal characteristics of design 
and sizing of the four effects
selected and presented in T

In the next part, these results will be combined with 
energy integration using pinch analysis for heat recovery 
system and heat exchangers network optimization.

Heat Exchanger Network
Using Pinch Analysis

Feed seawater is supplied to the effects and needs to 
be heated to the saturation temperature of each effect in 
order to begin evaporation. 

Conversely, a rejected brine and produced fresh water 
cooled down to a lo

to attain this result, heaters and coolers should be used 
for each stream in the process. However, this leads to 
using more heat energy and more heat exchangers. To 
reduce both energy consumption and investment cost, it 

ry to design a heat recovery system in order to 
use hot streams to heat cold streams, and then the process 
should use much less energy to preheat feed seawater.

Moreover, the heat exchanger network must be done 
at the lowest possible cost.

nch analysis which considered as an 
efficient method for heat integration and optimization is 
used to combine between minimizing the heat 
consumption and the cost of the heat exchanger network. 
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lowest possible top brine temperature in order to decrease 
the required heat transfer area of the first effect. It is also 
beneficial to use the horizontal falling film evaporators 
instead of the vertical configuration, due to
values of heat transfer coefficient of the former.

Based on this, it has been suggested that the horizontal 
falling film evaporator type will be used for this 
desalination unit. The optimal characteristics of design 
and sizing of the four effects

d in Tables II and III.
In the next part, these results will be combined with 

energy integration using pinch analysis for heat recovery 
system and heat exchangers network optimization.

Heat Exchanger Network
Using Pinch Analysis

Feed seawater is supplied to the effects and needs to 
be heated to the saturation temperature of each effect in 
order to begin evaporation. 

Conversely, a rejected brine and produced fresh water 
cooled down to a lo

to attain this result, heaters and coolers should be used 
for each stream in the process. However, this leads to 
using more heat energy and more heat exchangers. To 
reduce both energy consumption and investment cost, it 

ry to design a heat recovery system in order to 
use hot streams to heat cold streams, and then the process 
should use much less energy to preheat feed seawater.

Moreover, the heat exchanger network must be done 
at the lowest possible cost. 

nch analysis which considered as an 
efficient method for heat integration and optimization is 
used to combine between minimizing the heat 
consumption and the cost of the heat exchanger network. 
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lowest possible top brine temperature in order to decrease 
the required heat transfer area of the first effect. It is also 
beneficial to use the horizontal falling film evaporators 
instead of the vertical configuration, due to
values of heat transfer coefficient of the former.

Based on this, it has been suggested that the horizontal 
falling film evaporator type will be used for this 
desalination unit. The optimal characteristics of design 
and sizing of the four effects 

ables II and III.
In the next part, these results will be combined with 

energy integration using pinch analysis for heat recovery 
system and heat exchangers network optimization.

Heat Exchanger Network
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Feed seawater is supplied to the effects and needs to 
be heated to the saturation temperature of each effect in 
order to begin evaporation.  

Conversely, a rejected brine and produced fresh water 
cooled down to a lo

to attain this result, heaters and coolers should be used 
for each stream in the process. However, this leads to 
using more heat energy and more heat exchangers. To 
reduce both energy consumption and investment cost, it 

ry to design a heat recovery system in order to 
use hot streams to heat cold streams, and then the process 
should use much less energy to preheat feed seawater.

Moreover, the heat exchanger network must be done 
 

nch analysis which considered as an 
efficient method for heat integration and optimization is 
used to combine between minimizing the heat 
consumption and the cost of the heat exchanger network. 
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lowest possible top brine temperature in order to decrease 
the required heat transfer area of the first effect. It is also 
beneficial to use the horizontal falling film evaporators 
instead of the vertical configuration, due to
values of heat transfer coefficient of the former.

Based on this, it has been suggested that the horizontal 
falling film evaporator type will be used for this 
desalination unit. The optimal characteristics of design 

 and the last condenser are 
ables II and III.

In the next part, these results will be combined with 
energy integration using pinch analysis for heat recovery 
system and heat exchangers network optimization.

Heat Exchanger Network
Using Pinch Analysis

Feed seawater is supplied to the effects and needs to 
be heated to the saturation temperature of each effect in 

Conversely, a rejected brine and produced fresh water 
cooled down to a lower temperature. In order 

to attain this result, heaters and coolers should be used 
for each stream in the process. However, this leads to 
using more heat energy and more heat exchangers. To 
reduce both energy consumption and investment cost, it 

ry to design a heat recovery system in order to 
use hot streams to heat cold streams, and then the process 
should use much less energy to preheat feed seawater.

Moreover, the heat exchanger network must be done 

nch analysis which considered as an 
efficient method for heat integration and optimization is 
used to combine between minimizing the heat 
consumption and the cost of the heat exchanger network. 
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lowest possible top brine temperature in order to decrease 
the required heat transfer area of the first effect. It is also 
beneficial to use the horizontal falling film evaporators 
instead of the vertical configuration, due to
values of heat transfer coefficient of the former.

Based on this, it has been suggested that the horizontal 
falling film evaporator type will be used for this 
desalination unit. The optimal characteristics of design 

and the last condenser are 
ables II and III.

In the next part, these results will be combined with 
energy integration using pinch analysis for heat recovery 
system and heat exchangers network optimization.

Heat Exchanger Network
Using Pinch Analysis

Feed seawater is supplied to the effects and needs to 
be heated to the saturation temperature of each effect in 

Conversely, a rejected brine and produced fresh water 
wer temperature. In order 

to attain this result, heaters and coolers should be used 
for each stream in the process. However, this leads to 
using more heat energy and more heat exchangers. To 
reduce both energy consumption and investment cost, it 

ry to design a heat recovery system in order to 
use hot streams to heat cold streams, and then the process 
should use much less energy to preheat feed seawater.

Moreover, the heat exchanger network must be done 

nch analysis which considered as an 
efficient method for heat integration and optimization is 
used to combine between minimizing the heat 
consumption and the cost of the heat exchanger network. 
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lowest possible top brine temperature in order to decrease 
the required heat transfer area of the first effect. It is also 
beneficial to use the horizontal falling film evaporators 
instead of the vertical configuration, due to
values of heat transfer coefficient of the former.

Based on this, it has been suggested that the horizontal 
falling film evaporator type will be used for this 
desalination unit. The optimal characteristics of design 

and the last condenser are 
ables II and III.

In the next part, these results will be combined with 
energy integration using pinch analysis for heat recovery 
system and heat exchangers network optimization.

Heat Exchanger Network
Using Pinch Analysis

Feed seawater is supplied to the effects and needs to 
be heated to the saturation temperature of each effect in 

Conversely, a rejected brine and produced fresh water 
wer temperature. In order 

to attain this result, heaters and coolers should be used 
for each stream in the process. However, this leads to 
using more heat energy and more heat exchangers. To 
reduce both energy consumption and investment cost, it 

ry to design a heat recovery system in order to 
use hot streams to heat cold streams, and then the process 
should use much less energy to preheat feed seawater.

Moreover, the heat exchanger network must be done 

nch analysis which considered as an 
efficient method for heat integration and optimization is 
used to combine between minimizing the heat 
consumption and the cost of the heat exchanger network. 
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lowest possible top brine temperature in order to decrease 
the required heat transfer area of the first effect. It is also 
beneficial to use the horizontal falling film evaporators 
instead of the vertical configuration, due to
values of heat transfer coefficient of the former.

Based on this, it has been suggested that the horizontal 
falling film evaporator type will be used for this 
desalination unit. The optimal characteristics of design 

and the last condenser are 
ables II and III. 

In the next part, these results will be combined with 
energy integration using pinch analysis for heat recovery 
system and heat exchangers network optimization.
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for each stream in the process. However, this leads to 
using more heat energy and more heat exchangers. To 
reduce both energy consumption and investment cost, it 

ry to design a heat recovery system in order to 
use hot streams to heat cold streams, and then the process 
should use much less energy to preheat feed seawater.

Moreover, the heat exchanger network must be done 

nch analysis which considered as an 
efficient method for heat integration and optimization is 
used to combine between minimizing the heat 
consumption and the cost of the heat exchanger network. 
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lowest possible top brine temperature in order to decrease 
the required heat transfer area of the first effect. It is also 
beneficial to use the horizontal falling film evaporators 
instead of the vertical configuration, due to
values of heat transfer coefficient of the former.

Based on this, it has been suggested that the horizontal 
falling film evaporator type will be used for this 
desalination unit. The optimal characteristics of design 

and the last condenser are 

In the next part, these results will be combined with 
energy integration using pinch analysis for heat recovery 
system and heat exchangers network optimization.

Heat Exchanger Network Design 
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wer temperature. In order 
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for each stream in the process. However, this leads to 
using more heat energy and more heat exchangers. To 
reduce both energy consumption and investment cost, it 

ry to design a heat recovery system in order to 
use hot streams to heat cold streams, and then the process 
should use much less energy to preheat feed seawater.

Moreover, the heat exchanger network must be done 

nch analysis which considered as an 
efficient method for heat integration and optimization is 
used to combine between minimizing the heat 
consumption and the cost of the heat exchanger network. 
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lowest possible top brine temperature in order to decrease 
the required heat transfer area of the first effect. It is also 
beneficial to use the horizontal falling film evaporators 
instead of the vertical configuration, due to the high 
values of heat transfer coefficient of the former. 

Based on this, it has been suggested that the horizontal 
falling film evaporator type will be used for this 
desalination unit. The optimal characteristics of design 

and the last condenser are 

In the next part, these results will be combined with 
energy integration using pinch analysis for heat recovery 
system and heat exchangers network optimization. 
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wer temperature. In order 

to attain this result, heaters and coolers should be used 
for each stream in the process. However, this leads to 
using more heat energy and more heat exchangers. To 
reduce both energy consumption and investment cost, it 

ry to design a heat recovery system in order to 
use hot streams to heat cold streams, and then the process 
should use much less energy to preheat feed seawater.

Moreover, the heat exchanger network must be done 

nch analysis which considered as an 
efficient method for heat integration and optimization is 
used to combine between minimizing the heat 
consumption and the cost of the heat exchanger network. 
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lowest possible top brine temperature in order to decrease 
the required heat transfer area of the first effect. It is also 
beneficial to use the horizontal falling film evaporators 

the high 

Based on this, it has been suggested that the horizontal 
falling film evaporator type will be used for this 
desalination unit. The optimal characteristics of design 

and the last condenser are 

In the next part, these results will be combined with 
energy integration using pinch analysis for heat recovery 
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efficient method for heat integration and optimization is 
used to combine between minimizing the heat 
consumption and the cost of the heat exchanger network. 
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lowest possible top brine temperature in order to decrease 
the required heat transfer area of the first effect. It is also 
beneficial to use the horizontal falling film evaporators 

the high 

Based on this, it has been suggested that the horizontal 
falling film evaporator type will be used for this 
desalination unit. The optimal characteristics of design 

and the last condenser are 

In the next part, these results will be combined with 
energy integration using pinch analysis for heat recovery 
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for each stream in the process. However, this leads to 
using more heat energy and more heat exchangers. To 
reduce both energy consumption and investment cost, it 

ry to design a heat recovery system in order to 
use hot streams to heat cold streams, and then the process 
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lowest possible top brine temperature in order to decrease 
the required heat transfer area of the first effect. It is also 
beneficial to use the horizontal falling film evaporators 

the high 

Based on this, it has been suggested that the horizontal 
falling film evaporator type will be used for this 
desalination unit. The optimal characteristics of design 

and the last condenser are 

In the next part, these results will be combined with 
energy integration using pinch analysis for heat recovery 
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Moreover, the heat exchanger network must be done 

nch analysis which considered as an 
efficient method for heat integration and optimization is 
used to combine between minimizing the heat 
consumption and the cost of the heat exchanger network.  

Material 

Carbon 
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In other words, the objective is to minimize the total 
cost. In this section, pinch analysis and its methodology 
is used to identify the optimal heat exchanger network 
for the present seawater desalination unit, the 
methodology is in four steps.  

First step is extracting stream data from process flow-
sheet. Second step is selecting the minimum temperature 
difference values ∆Tmin. Third step is sizing and 
designing the heat exchangers and finally the fourth step 
is the selection of the optimal design which allows the 
minimum total cost. 

VI.1. Stream Data Extraction for three Possible 
Configurations 

Mixing can cause problems in stream data extraction. 
Process streams of the same composition leaving each 
effect at different temperatures could be mixed and 
considered as one stream, and then, the heating could be 
performed by single heat exchanger. However, mixing 
will degrade temperatures and reduce the driving forces 

in heat exchangers, giving increased capital cost. Indeed, 
the partial flows of reject brine, produced distilled water, 
and feed seawater could be mixed in a different manner 
which gives three possible configurations of streams as 
shown in Figs. 13 and Tables IV, V and VI. 

VI.2. The Minimum Temperature Difference ∆Tmin 

Lower values of ∆Tmin give lower hot and cold utilities 
but larger and more costly heat exchangers; this is so 
because the heat transfer area needed is inversely 
proportional to the temperature difference. So, small 
values of ∆Tmin can lead to very large heat exchangers. 
The cost of thermal heat required for feed sweater 
heating is proportional to energy usage which decreases 
when ∆Tmin becomes smaller. If we sum the operating 
and capital cost, the total cost (annualized heat cost and 
capital costs) passes through a minimum value which 
corresponds to the optimal ∆Tmin [30]. In this study we 
have considered five values of which are: 2, 4, 6, 8, and 
10°C. 

 
 

 
(1)                                                                                                                    (3) 

 

 
(2) 

 
Figs. 13. Three possible configurations for streams mixing (configurations 1, 2 and 3) 
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TABLE IV 
STREAMS DATA FOR CONFIGURATION (1) 

Stream Nature of 
stream 

M 
(kg/s) 

CP 
(kW/K) 

Ti 
(°C) 

Tf 
(°C) 

Q 
(kW) 

F1 Cold Stream 0.2204 0,9212 35 70 32.24 
F2 Cold Stream 0.2181 0,9116 35 60 22.79 
F3 Cold Stream 0.2158 0,9020 35 50 13.53 
F4 Cold Stream 0.2136 0,8928 35 40 4.46 
B1 Hot stream 0.1587 0,6633 70 30 23.21 
B2 Hot stream 0.1570 0,6562 60 30 16.40 
B3 Hot stream 0.1554 0,6495 50 30 9.74 
B4 Hot stream 0.1538 0,6428 40 30 3.21 
D1 Hot stream 0.0617 0,2579 70 30 9.02 
D2 Hot stream 0.0611 0,2553 60 30 6.38 
D3 Hot stream 0.0604 0,2524 50 30 3.78 
D4 Hot stream 0.0598 0,2499 40 30 1.25 

 
TABLE V 

STREAMS DATA FOR CONFIGURATION (3) 

Stream Nature of 
stream 

M 
(kg/s) 

CP 
(kW/K) Ti (°C) Tf 

(°C) Q (kW) 

Mf1 Cold Stream 0.4384 1,8325 35 70 64.13 
Mf2 Cold Stream 0.4294 1,7948 35 50 26.92 
Md1 Hot stream 0.1228 0,5133 65 35 15.39 
Md2 Hot stream 0.1202 0,5024 45 35 5.02 
Mb1 Hot stream 0.3157 1,3196 65 35 39.59 
Mb2 Hot stream 0.3092 1,2924 45 35 12.92 

 

TABLE VI 
STREAMS DATA FOR CONFIGURATION (2) 

Stream Nature of 
stream 

M 
(kg/s) 

CP 
(kW/K) 

Ti 
(°C) 

Tf 
(°C) 

Q 
(kW) 

Mf Cold stream 0.868 3,628 35 70 127 
Md Hot stream 0.243 1,016 55 35 20.3 
Mb Hot stream 0.625 2,612 55 35 52.2 

VI.3. Heat Exchangers Selection and Sizing 

It is of great importance to make appropriate choices 
when it comes to heat exchanger types and material to 
ensure proper operation to avoid, as much as possible, 
problems that may limit the heat exchanger and heat 
recovery efficiency.  

The choice of the suitable type of heat exchanger 
depends on several parameters, essentially, cost, heat 
transfer coefficient, and maintenance. It was found out 
that the most suitable type of heat exchanger for our plant 
is the plate type heat exchanger; its characteristics are 
shown in Fig. 14 and Table VII. 

 
 

 
 

Fig. 14. Plate dimensions–Plate heat exchanger 
 
 
 

TABLE VII 
PLATE HEAT EXCHANGER CHARACTERISTICS 

W (m) L (m) b(m) Area per plate (m2) 
0,25 0,56 0,004 0,88 

 
For the plate heat exchangers, heat transfer rate can be 

evaluated based on the correlations of the most widely 
used plates for the turbulent flow [34]: 

 
ݑܰ = 0,374ܴ݁଴,଺଺଼ܲݎ଴,ଷଷ(µ௕/µ௪)଴,ଵହ (39)

 
where the Reynolds number Re is based on equivalent 
diameter, De, defined by: 

 

௘ܦ =
4ܹܾ

2(ܹ + ܾ)
 (40)

 
For laminar flow: 
 

ݑܰ = ܿଵ(ܴ݁
௘ܦݎܲ
ܮ

)଴,ଷଷଷ(µ௕/µ௪)଴,ଵସ (41)

 
where c1= 1.86-4.50 depending on geometry, and L is the 
effective plate length. 

VI.4. Case study: Configuration C & ∆Tmin=2°C 

It is recalled that the pinch analysis is applied for three 
different configurations (1, 2, and 3) with five different 
values of ∆Tmin (2, 4, 6, 8 and 10°C), which means fifteen 
cases. Configuration 2 and a minimum temperature 
difference of 2°C are selected in this case study. 

VI.4.1.   Shifted Temperatures 

The shifted temperatures are set at 1⁄2×∆Tmin above 
cold stream temperatures and 1⁄2×∆Tmin below hot stream 
temperatures. They are used to ensure that the 
temperature differences between hot streams and cold 
streams are equal to or greater than ΔTmin. Data for 
shifted temperatures for this case study are shown in 
Table VIII. 

TABLE VIII 
TARGET AND SHIFTED TEMPERATURES 

Stream data Target temperatures Shifted 
temperatures 

Stream Nature of 
stream Ti (°C) Tf  

(°C) 
T*i 
(°C) T*f (°C) 

Mf Cold stream 35 70 36 71 
Md Hot stream 55 35 54 34 
Mb Hot stream 55 35 55 34 

VI.4.2.   Temperature Intervals 

Figure 15 shows that streams’ data are divided into 
three temperature intervals (I, II, and III), each interval 
represents a sub-network. And each interval is defined by 
a process stream supply and target temperature. For each 
sub-network, there is either a net heat deficit or surplus, 
but never both. As a sign convention, a heat deficit is 
considered negative and a heat surplus is considered 
positive. 
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Fig. 15. Temperatures intervals - configuration c, ∆Tmin=2°C 

VI.4.3.   Problem Table Cascade 

In the problem table cascade the heat input from 
external utility is assumed equal to zero and the heat 
surplus from higher temperature interval can be used to 
make up for heat deficit of lower temperature intervals. 
For each sub-network the output is calculated by adding 
the surplus to the input, the calculation of heat in this 
manner is shown in Fig. 16. 

In order to have a feasible configuration, the 
transmission of heat from high temperature interval to 
low temperature interval must be positive. Therefore, if 
negative values are obtained, the external hot utility must 
be increased from zero to a minimum positive value in 
order to make all heat flows positive or equal to zero. In 
addition to this, the minimum cold utility is equal to the 
heat flow out of the coldest sub-network. 

 

 
 

Fig. 16. Problem table cascade - configuration c, ∆Tmin=2°C 

VI.4.4.   Grid Diagram 

In the grid diagram representation, as shown in Fig. 
17, hot streams (rejected brine and distillate) are 
represented at the top of their supply temperatures on the 
left side to target temperatures on the right side. 

Cold stream (feed seawater)is represented below hot 
streams and it runs in countercurrent direction. Also, in 
the grid diagram, the heat exchanger network is 
constructed according to [30]. 

VI.5. Results and Discussion for Heat Exchanger 
Network Design Using Pinch Analysis 

VI.5.1.    Determination of the Optimal ∆Tmin 

From the graphical representation of the annualized 
hot utility cost, the investment cost and the total cost 

depending on the minimum temperature difference ∆Tmin 
for the three configurations 1, 2 and 3, it is known that 
the optimal value of ∆Tmin is approximately equal to 6°C 
as shown in Figs.18, 19 and 20. 

VI.5.2.   Optimal Design of the Heat Exchanger Network 

It is obvious from Fig. 21 that the configuration 2 is 
the most advantageous compared to configuration 1 and 
3; consequently, the configuration 2 was selected to be 
used for the final design of heat exchanger network. In 
this case the total cost passes through a minimum value 
of 14000 US Dollar which corresponds to ∆Tmin=6°C. 

 

 
 

Fig. 17. Grid diagram - configuration c, ∆Tmin=2°C 
 

 
 

Fig. 18. Variation of different costs vs ∆Tmin for configuration (1) 
 

 
 

Fig. 19. Variation of different costs vs ∆Tmin for configuration (2) 
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Fig. 20. Variation of different costs vs ∆Tmin for the configuration (3) 
 

 
 

Fig. 21. Total cost for the three configurations 
 

The final design of heat exchanger network includes 
four heat exchangers as shown in Fig. 22. The heat 
exchangers (1) and (2) are used for heat recovery from 
produced fresh water and rejected brine, respectively. 
Besides, the additional heat exchangers (a) and (b) are 
used in order to increase feed seawater in order to 
achieve the target temperature for both the first effect and 
the second one. 

 

 
 

Fig. 22. Final design of heat exchanger network 
 
Under steady-state conditions and in the region of the 

optimum (configuration 2 and ∆Tmin=6°C) the sensible 
heat recovery is approximately equal to 50.79 kW, and 
the sensible heat consumption used for feed seawater 

heating is equal to 29.37 kW. The results of heat 
exchangers sizing are given in the Table IX. 

The total heat consumption of this pilot unit is about 
158 kW, the last condenser is used to condense the steam 
of the last effect (effect 4), and also it’s used to preheat 
feed seawater from 20°C to 35°C. The heat recovered 
using the condenser is about 54.42 kW. The feed 
seawater is heated from 35°C to 49°C using the heat 
recovery heat exchangers (1) and (2). 

 
TABLE IX 

NUMERICAL RESULTS OF HEAT EXCHANGERS SIZING 

Heat exchanger Thermal power 
(kW) 

Required total 
area (m2) 

Number of 
plates 

(a) 20,23 0,741 9 
(b) 10,93 0,314 4 
(1) 14,18 0,872 10 
(2) 36,48 1,720 20 

VII.   Experimental Validation 
of Sizing Results 

The developed model is used for the same design and 
operating conditions stated in literature in order to check 
its validity. Reference [32]presented the experimental 
measurements for small vertically-stacked MED plants of 
the horizontal tube falling film evaporators type using 
hot water as the thermal energy source for the first effect. 

As shown in the Table X, using the same data stated 
by [32] the model results show good agreement with the 
experimental values. Indeed, the numerical results 
obtained in this model are compared to the experimental 
values for the overall heat transfer coefficient. The 
comparison shows that the values are highly similar and 
error doesn’t exceed 1 %. However, the error obtained 
for the condenser calculations is about 15 %. 

In the case of using vertical tubes falling film 
evaporators, the model is validated based on the data and 
results stated in reference [33]. As shown in Table XI, 
results show that the error of calculating the overall heat 
transfer coefficients doesn’t exceed 15%. 

 
TABLE X 

COMPARISON BETWEEN LITERATURE RESULTS AND THE DEVELOPED 
MODEL FOR HTFF EVAPORATORS 

Effect Feed 
(kg/s) 

Ti-

1(°C) Ti (°C) 
U (W/°C/m2) 

 Error 
(%) Model Ref [30] 

1 4,84 76- 67 63,1 1886,8 1885,2 0,09 
2 4,75 63,1 61,75 3339,0 

3343,6 
0,14 

3 4,67 61,75 60,34 3333,1 0,31 
4 4,59 60,34 58,91 3328,6 0,45 

Cond 10 31.79 39.45 1578,0 1870,1 15,62 
 

TABLE XI 
COMPARISON BETWEEN LITERATURE RESULTS AND THE DEVELOPED 

MODEL FOR VTFF EVAPORATORS 

Case Feed 
(kg/s) Ti-1(°C) Ti 

(°C) 
U (W/°C/m2) Error 

(%) Model Ref [31] 
1 0,667 95 81,4 2289,8 2461 7 
2 0,667 95 68 2045,9 2129 4 

3 0,334 95 77 2188 2582 15 
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VIII.   Conclusion 
In this paper, the optimal design and sizing of new 

solar driven seawater desalination pilot unit is studied 
and presented. The unit uses a four effect evaporation 
process technology with a production capacity of 
7m3/day of fresh water obtained from the evaporation of 
28% of feed seawater. The developed model is validated 
based on published results in the literature; it is also 
flexible and could also be used for designing large 
production capacities. 

This paper is composed of two complementary 
sections. The first one deals with the thermal analysis, 
modeling and the optimizing the evaporation process. 
The second one deals with the optimization of the heat 
exchangers network based on the Pinch analysis method. 
The obtained results show that using the horizontal tubes 
falling film evaporators is more advantageous compared 
to vertical tubes configuration in terms of the heat 
transfer rate, maintenance rate, and the ease of cleaning 
and use.  

Indeed, the obtained heat transfer coefficients range 
between 3.18 and 3.32kW/m2/K when using horizontal 
falling film evaporators and between 2.15 and 
2.4kW/m2/K for vertical falling film evaporators when 
using the optimal tubes’ dimensions. Moreover, this 
study reveals that the first effect heat transfer area could 
be reduced by increasing the heating medium 
temperature and decreasing the top brine temperature. 
The optimization of the evaporation unit is then 
completed by Pinch analysis method for three possible 
heat exchanger networks to be used for heat recovery and 
feed seawater heating. The most optimal configuration 
can reach a reduction of 62% of the thermal power 
needed for seawater heating. 

The most relevant criteria and results obtained from 
this study are summarized as follow: 
 Using horizontal falling evaporators is more 

advantageous when compared to the other 
evaporators’  types; 

 The design of the first effect differs from the other 
effects because it uses hot water as a heating medium 
instead of using vapor; 

 Decreasing the first effect diameter increases the heat 
transfer rate, however the other effects show an 
opposite behavior towards the diameter change; 

 The selection of the optimal temperature difference 
and the suitable heat exchanger network 
configuration lead to a notable reduction of the 
required thermal power. 
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Forest Fire Danger Assessment Using SPMD-Model of Computation 
for Massive Parallel System 

 
 

Nikolay V. Baranovskiy 
 
 
Abstract – A new approach to forecast forest fire danger using parallel computing operations in 
the computing systems with parallel architecture is the subject of this article. The parallel 
realization of the deterministic-probabilistic approach to estimate forest fire danger using the 
SPMD calculation model is presented. The parallel program is implemented using C 
programming language of high level with the Message Passing Interface (MPI). The computing 
experiments have been carried out by the Skif Cyberia multiprocessor cluster. The information on 
efficiency estimation and calculation acceleration is presented for this approach. The approach 
has been tested in the territory of the Timiryazevskiy forestry in Tomsk region (Russia). The 
typical results of forest fire danger estimation in the controlled forested territory are presented. 
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Nomenclature 

s  Dimensionless temperature of forest fuel 
layer 

0  Dimensionless soil temperature 

e  Dimensionless environment temperature 
  Dimensionless time 

2  Dimensionless criterion (the Frank-
Kamenetskiy criterion analogue [43]) 

  Dimensionless value inverse to 
activation energy 

  Dimensionless similarity criterion 
characterizing speed of forest fuel drying 

Bi  The Biot number characterizing heat 
exchange intensity between forest fuel 
layer and ground layer of the atmosphere 

0Bi  The Biot number characterizing heat 
exchange intensity between forest fuel 
layer and soil 

a Dimensionless value that characterize 
water volume thermal capacity 

b Dimensionless value that characterize 
thermal effect of water evaporation 

c Dimensionless value that characterize 
radiant energy inflow 

d Dimensionless value that characterize 
layer blackness factor 

v  Dimensionless value of heat exchange 
volume factor 

Rwq  Dimensionless value of radiating thermal 
flux 

1k  Dimensionless value of radiation 
attenuation factor 

e  Relative air humidity 
2* Critical volume of forest fuel layer 

moisture content 
Pj Forest fire probability for interval j in 

controlled forest area 
P(A) Fire probability caused by human 

activity 
P(Aj/A) Forest fire probability on week day j 
P(FF/A,Aj) Forest fire probability caused by human 

activity in forest area 
P(L) Probability of dry thunderstorms in 

forest area 
P(Lj/L) Probability of cloud-to-ground lightning 

discharge 
P (FF/L,Lj) Forest fire probability caused by 

lightning provided that there is a dry 
thunderstorm in forest area 

Pj(D) Probability that forest fuel layer will be 
dry. Index j corresponds to the day of a 
fire season 

NA The number of days during a fire season 
when anthropogenic load is enough for 
forest fuel ignition 

NFA The number of fires due to 
anthropogenic load 

NFT The total number of fires; NL is the 
number of days when there was 
lightning (when dry thunderstorms 
occurred) 

NFS The total number of days in a fire season 
NFL The number of fires due to lightning 

(when dry thunderstorms occurred) 
NFD  The number of fires on the specific day 

https://doi.org/10.15866/iremos.v10i3.10570
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of week 
NFW  The total number of fires during week 
NLH  The number of cloud-to-ground 

lightning discharges from 00.00 am 
NLD The total number of cloud-to-ground 

lightning discharges per day 

I. Introduction 
Forest fire danger forecast is an extremely urgent 

problem. A new system to forecast forest fire danger 
should include the modules: 
 to calculate forest fuel layer fire maturity; 
 to estimate forest fire probability;  
 to calculate forest fire occurrence;,  
 to calculate forest fire spreading scenario; 
 to estimate forest fire ecological consequences (the 

emission of pollutants and heat into the environment).  
The analysis of the existing techniques to forecast 

forest fire danger in Russia and abroad shows that 
virtually all these techniques have a weak physical basis 
[1], [2] and, as a rule, they take into account only 
meteorological data. Thunderstorm activity and 
anthropogenic load are not properly considered. The data 
are presented in the state-of-the-art review [3]. There are 
1,807 timber enterprises and 7,851 forestries in Russia. 
There are about 100 quarters in each forestry, and each 
quarter can consist of 100 homogeneous sites. It is 
necessary to apply multiprocessor computing systems 
and develop a problem-oriented approach to parallel 
computing to forecast forest fire danger in large forested 
territories. Such approach should be based on three 
aspects: 
1. the physically substantial technique to forecast forest 

fire probability:  
2. the use of quite cheap multiprocessor computing 

systems; 
3. the features of the Russian forestry structure. 

At present, Canadian (CFFDRS), American (NFDRS) 
and European (EFFIS) systems are widely used in the 
world [4-6]. It should be noted that the Canadian system 
is also used in some regions of other countries. Earlier, a 
comparative analysis of various European methods for 
forecasting forest fire hazard was carried out [7]. In 
addition, the Canadian component Fire Weather Index 
(FWI) was included in this set [8]. The results showed 
that the best performance was demonstrated by the 
Canadian method. Currently, it is used in EFFIS [6]. 
Questions were discussed regarding the possible 
integration of components of the Canadian system in the 
ISDM-Rosleskhoz (Russia) [9]. However, in order to use 
the Canadian method, it is necessary to conduct a large 
amount of work on the analysis of statistics and on the 
characteristics of the territory where it is planned to be 
used. It took several years to adapt this method to 
Europe. 

In this paper, the author proposes an approach that is 
based on the modeling of the forest fuel drying using the 
positions of continuum mechanics and the mechanics of 

the reacting media [10]. The level of forest fire danger is 
proposed to be estimated using a quantitative probability 
scale for forest fire occurrence in a range from 0 to 1. For 
a qualitative assessment, this range can be divided into 
several intervals. 

The analysis of the operation of the Canadian system 
showed the high efficiency of such systems to protect 
forests from fires [11]. It should be expected that the 
development of the system to forecast forest fire danger 
based on the approach proposed in this article will allow 
us to optimize the work of forest fire protection services, 
for example, in Russia. Also the technique can be applied 
to other territories. In contrast to the descriptive 
characteristics of typical forest fuel in the framework of 
other methods, in this approach it is proposed to use 
thermokinetic constants of forest fuel drying in this 
approach[12]. 

II. Background 
Various technical and technological decisions, for 

example [13], are used to implement the parallel 
computing processes: 
 Grid-systems [14], 
 Cloud infrastructure [15], 
 Computing clusters [16], 
 Graphic accelerators [17]. 

The paper focuses on the development of parallel 
applications for cluster computing systems. 

Two approaches based on the applied system operated 
by dynamic data (DDDAS) [18] to predict forest fire 
spreading are investigated in paper [14]. The research 
aim is to develop a system dynamically adapting to the 
permanent changes in environmental conditions when the 
danger is from a forest fire under timing requirements 
during the real-time program code execution. The 
parallel realization of forest fire spreading [19] has been 
used to achieve the aim. This approach is used for 
forecast to acquire data in real time. The data are input 
into the forecast process during its implementation. The 
strategy to input the data into the distributed environment 
of the applied system is offered in article [14]. 

An ecological fire-prevention control system based on 
the computing cloud infrastructure and an ecological 
database to control forest fire detection and elimination 
has been developed in paper [15]. The cloud computing 
platform [20] has been used to gather, operate, and 
analyze the ecological data about a forest fire in an 
information centre. The cloud computing platform for 
forest fire prevention has been developed with the use of 
tooling, modeling, and CloudSim computing cloud [21] 
that is a structural element in computing cloud services.  

The ecological fire-prevention control system was a 
kind of parallel decision making support system [22] to 
deal with forest fire in ecology and to provide the 
concerned people and organizations with exact, timely, 
and comprehensive information. Moreover, the system 
can help the forest administration to make plans in 
advance, satisfy the actual requirements of safety 
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management, improve monitoring and automation in 
order to manage a forest fire at the ecological level and 
raise the efficiency of these processes. The new 
technology can be used to improve forest fire 
management and maximize the stability and safety of 
forest ecosystems. 

One of the basic open problems in the field of forest 
fire monitoring is the capability to work in real time to 
forecast forest fire spreading. It could be useful to carry 
out fire-prevention activities. A nonclassical approach to 
forecast a forest fire that connects the evolutionary 
optimization strategy [23] with the traditional schemes of 
an ideal model of forest fire spreading emulation [24] is 
proposed. This expanded forecasting scheme operating 
mode has been developed in Linux system with MPI 
library to accelerate fire spreading forecast [25]. 

In paper [17], fire probability maps are considered 
among the most effective tools to develop the strategy of 
forest fire management and forest fuel load. The 
probability estimation in the territory, which will be 
burnt, is appointed for each point of the raster landscape 
on such maps. The typical approach to create such maps 
is based on the obvious spreading of thousands of fires, 
the exact simulation models are used. Nevertheless, such 
processing usually requires high performance computing 
if a large number of simulations is necessary for a large 
area. A multiprocessor approach using GPU to accelerate 
the creation of forest fire probability maps is offered in 
article [17]. The paper illustrates some alternative 
strategies and considers the reached accelerations on the 
real geographical landscape. 

By generalizing the presented information, it is 
possible to draw the conclusion that the great bulk of 
papers on high performance computing in the field of 
forest fire protection are devoted to the parallel 
realization of forest fire spreading. Some papers are 
devoted to forest fire danger forecasting. Nevertheless, 
these studies are not based on the physically proved 
models of forest fuel layer drying [10]. Thus, the 
development of new high performance approaches to 
forecast forest fire danger is necessary. 

The research objective is to develop a new problem-
oriented approach to the parallel realization of forest fire 
danger forecast for multiprocessing computing systems 
with the parallel architecture of computing clusters. 

III. Parallel Realization Basis 
The mathematical statement should be such that the 

calculations for each separate homogeneous forest site do 
not depend on other forest sites. It is necessary to 
develop the mathematical statement that allows 
calculating all the sites separately. 

A homogeneous forest site should coincide with the 
homogeneous sites accepted in the forest taxation 
descriptions [26]. 

It is necessary to use the parallel realization model 
according to the data [27] to maintain more or less 
uniform computing loading on the processor nodes of the 

multiprocessor computing system. For example, the 
SPMD calculation model [27] can be used in MPI. 
Nevertheless, uniform data loading does not always 
provide the uniformity of computing loading. Those 
researchers who are interested in computing load 
rebalancing on the processor nodes of the multiprocessor 
computing system can refer to paper [28]. 

The parallel program should provide good 
performance supporting a variety of installed massive 
parallel systems. Such systems should differ in hardware 
architecture and have adequate price/performance ratio, 
availability, and mass distribution. 

The parallel program should provide low load to the 
communication network of multiprocessor computing 
systems. Communication and synchronization between 
the different subtasks are typically some of the greatest 
obstacles in getting good parallel program performance. 
Thus, cluster computing systems are considered to be the 
optimum variant as of the price/performance ratio. They, 
however, have very low speed characteristics as for the 
exchange between the processor nodes. That is why it is 
necessary to provide the smallest number of information 
exchanges and overlapping of calculations and 
exchanges. 

It is necessary to ensure the mapping of the forestry 
structure to the topology of the multiprocessor 
computing system paying attention to load balancing. 

Mathematical models with variable complexity have 
been developed to determine the forest fuel layer drying 
time. The above formulated parallel realization approach 
has been taken into consideration. These application 
models allow providing computing load uniformity, high 
efficiency, and possibility to use cheap multiprocessor 
computing systems (computing clusters). 

IV. Mathematical Statements 
The fullest and most exact physical and mathematical 

model of forest fuel drying is provided in paper [29]. The 
conjugated heat and mass transfer between the forest fuel 
layer and ground layer of the atmosphere within the 
limits of thermal radiation transfer in the layer is 
considered in the frameworks of the diffusive approach.  

The Sun radiation and water evaporation (free 
moisture and connected with forest fuel one) are also 
taken into account. The water evaporation is described by 
means of the Hertz-Knudsen law. A lack of this 
statement is the abundance of empirical constants and 
functions and a considerable quantity of nonlinear partial 
differential equations. 

IV.1. Physical Statement 

The mathematical statement has been developed in the 
framework of the present research using the following 
assumptions: 

1) the convective heat exchange between the forest 
fuel layer and ground layer of the atmosphere is 
adequately described by means of the third sort boundary 
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conditions using the known factors of convective heat 
exchange; 

2) the pressure, temperature, and density of the gas 
phase in a forest fuel layer coincide with the 
corresponding meteorological data for a definite moment 
of time and a given area; 

3) the radiation is transferred in a forest fuel layer 
according to Buger-Lambert law; 

4) the evaporation of the connected water and 
droplets, which have stuck to forest fuel elements, is 
described according to Hertz-Knudsen law. 

Paper [30] demonstrates that it is necessary to 
consider the partial pressure of water steams, which 
becomes comparable with the sated steam pressure for 
low temperature forest fuel drying. Moreover, it changes 
the effective evaporation constants. 

IV.2. Dimensionless Variables 

The one-dimensional mathematical statement of forest 
fuel layer drying is considered in paper [31]. The system 
of the ordinary differential equations where time is the 
unique argument [10] has been obtained using a method 
of equations averaging [32]: 

 

 

   

     

    

    

2 2

2

4
1 2 0 0

4
1 2 0 0

1
1

2

11

1
1 11

1

1

1

1
1 11

s

S S
e

S SS

S s

S

RW
s e

s s
e

ss

d
a Bi s ed

b exp exp

c d Bi

c d

____
__q

exp k Vk

exp exp


  

 
 


 

    

  

  

 


 





    

  
          

        

     
 

     

  
          s

 (1) 

 

 

2

2 1
1 11

s s
e

s sS

d

exp exp




 


 




  
         

 (2) 

 
 2 20 0 0s,       (3) 

where 10

__
c c exp k

 
  

 
, 10

__
d d exp k

 
  

 
 are 

dimensionless values; The expressions for the 
dimensionless criteria and values are presented in paper 
[33]. 

The approximate analytical formula to determine the 
drying time of a forest fuel layer (the dimensionless type) 
is also presented in paper [10]: 
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The system of ordinary differential equations (1), (2) 
with the initial conditions (3) is solved numerically using 
Gear's method. 

Thus, there are three various mathematical statements 
that sufficiently meet the suggested parallelization 
requirements presented in paragraph 3 of the present 
article. These statements can be used to develop the 
parallel programs to forecast forest fire probability. 

IV.3. Deterministic-Probabilistic Approach 

The formula to estimate forest fire probability for time 
interval j of a forest fire season [34] is obtained using the 
basic principles of the probability theory: 
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It is necessary to use the definition of probabilities by 

means of the frequency of events and the statistical data 
of the specific forestry [27] to determine all the parts in 
formula (5): 
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Obviously, the more cases are considered for the 

specific forest, the more precise formulas (2) - (5) will 
be. All the parameters of a fire season have therefore to 
be registered every year. 

V. Parallel Realization 
V.1. Parallel Performance Estimation 

The set of systems (1) - (3) that characterizes forest 
fuel layer drying is numerically solved in each branch of 
the parallel program as a result of parallelization. The 
forest fire probability is defined according to formula (5). 
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The parallel program, which calculates the forest fuel 
drying time on land surface and the forest fire probability 
in large territories, consists of one one-dimensional cycle 
with index i and quantity of iterations NV over structure 
of data D [35]. 

At first, we consider the homogeneous one-
dimensional cycle in a virtual computing system W by 
analogy with paper [36]. This computing system is 
presented in the form of a complete graph with the 
unlimited quantity of tops wiW (i = 1,2,...). The 
components of structure D, which are processed at 
different cycle iterations, are located at different tops of 
the virtual computing system W at the parallel cycle 
performance. Let us assume that the cycle calculates 
value F(D). In this case the i-th cycle iteration is carried 
out at wi  W:  top. F(di)=fi (Di) is calculated, where Di  
D, di is structure D component distributed at top wi, 
function fi represents the operations that are carried out at 
the i-th iteration. Now consider the homogeneous cycle. 
As all fi are identical, they were designated by f. Sets Di 
depend on data structure D and algorithm of calculations 
F(D). Di coincides with di as the data are independent. 
There will be no exchanges between the tops. 

The parallel cycle is executed not on the virtual but on 
a definite multiprocessor computing system in a real 
situation. It is possible to present the given system in the 
form of graph G with nodes M, where M is the number of 
computing system processors. Material function c 
(c(gk)=ck) is set on graph G nodes and function e 
(e(gk,gj)=еkj) is on its arcs (pairs of nodes). The values of 
these functions on each node or arch are defined by the 
processor productivity of this node (the quantity of 
operations in a time unit) and speed of data transmission 
through the communication channel between the 
computing system processors. The speed of data 
transmission through the communication channel is 
defined by its throughput (the quantity of  bytes 
transmitted in a time unit) and latency. 

When the computing system consists of one node 
(M=1), the time of cycle performance is To=pNV/c, 
where р is the number of operations that are necessary to 
calculate one cycle iteration, NV is the number of cycle 
iterations, c is node productivity. As the computing 
system is homogeneous, ekj=е is fair for any k and j and 
ck=с is fair for any k. Then if NV>M and NV is divided 
by M without a remainder, the cycle iterations NV/M are 
carried out on each processor. The time of cycle 
performance is TM=pNV/(Mc). Acceleration SM can be 
defined using the relation T0 to TM and, as a result, obtain 
SM=M. This formula for acceleration is fair in full 

absence of losses. The relation 
MMT

TE 0  is considered 

to be efficiency that is equal to one in this case, as losses 
are not taken into account. 

If NV is not divided by M without a remainder, the 
problem of the optimum distribution of cycle iterations in 
the system processor nodes is the problem of integer 
programming. Moreover, this problem does not always 
have the exact decision as it is noted in [36]. The 

following heuristics are considered [36]: at first, 
iterations [NV/M] are distributed on the nodes in regular 
intervals, then the quantity of the remained iterations are 
distributed on processor nodes NV - [NV/M]*M. 
Consequently, there will be more iterations on some 
nodes. 

Moreover, it is necessary, as a rule, to dispatch the 
initial data on the computing system nodes before the 
cycle performance and to collect the results from the 
processor nodes after the cycle performance. T'M  is the 
time necessary to perform the specific actions. If NV is 
not divided by M without a remainder and the heuristics 
has been used for data distribution on the nodes, there 
will be superfluous data on the part of nodes [36]. The 
time of these data processing is attached to Т'M. As a 
result, the parallel cycle performance time is 
TM=T0

M+T'M=T0
M+MT0

M, where T0
M is the time of 

parallel cycle performance in absence of losses and 
M=T'M/T0

M. Thus, acceleration is SM=M/(1+M) if 
losses are taken into account. When it is necessary to 
consider losses, efficiency is calculated according to 
formula: 
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and is 1/(1+M). 

V.2. Parallel Performance Results 

The calculations have been carried out with the 
computing cluster of Tomsk State University. The 
parallel MPI-program is performed in the C 
programming language, the library of message passing 
interface (MPI) functions are applied. The parallel 
program algorithm is the following: the initial data are 
cut and dispatched by the parallel program root process. 
Then the parallel program processes its part of data on 
each computing node. There are no interprocessor 
exchanges. The parallelization is organised by coarse-
grained blocks. The root process collects the results from 
all processor nodes and saves them in a result file after 
the calculations are finished. 

The scaled parallel programs have been developed 
(the number of the involved processors is a program 
parameter). 

Figure 1 shows how the parallel program operating 
efficiency depends on the number of involved 
processors. 

The results demonstrate that the real efficiency 
slightly decreases in comparison with the estimation 
(Fig. 1). The difference in the results for 100,000 and 
60,000 forest sites can be explained by the fact that the 
size of information packages, which are transmitted 
through the communication environment, also increases 
with the computing load NV growth. Figure 2 shows 
how the parallel program acceleration depends on the 
number of involved processors. 
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Fig. 1. Parallel program efficiency depending on number of processors 
for 100,000 and 60,000 homogenous sites 

 

 
 

Fig. 2. Acceleration of parallel program depending on number of 
processors for 100,000 homogenous sites 

 
In a real situation, acceleration is a slightly less than 

the one obtained by the estimation without losses 
because the time share is lost during data dispatch at the 
beginning and during results gathering at the end of the 
parallel program performance. It appears that 
acceleration decreases when the number of processors 
increases, though the computing load on each processor 
decreases. Nevertheless, the time the root process spends 
to interact with other processes for data dispatch and 
gathering increases. The high-speed indicators of the 
computing cluster communication environment are not 
large, and the architectural aspects play a role here. 

Having analyzed the obtained results, the conclusion 
is that the considered problem algorithm fits very well 
with the parallel realization by means of multiprocessor 
computing systems. Acceleration is virtually proportional 
to the number of involved processors. Efficiency does 
not always depend on the number of involved processors 
as there are no interprocessor data transmissions in the 
program work. It is established that the loss of 
performance is insignificant and 
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It should be noted that despite the application of 
heuristics to distribute data in a case, when NV is not 
divided by M without a remainder (the static heuristics 
with preliminary distribution before the parallel cycle 
beginning), it does not result in an appreciable 
misbalance of computing load. Consequently, there is no 
necessity to apply the dynamic rebalancing of computing 

load during the parallel program performance. The root 
process of the parallel program dispatches and gathers 
data by means of the vector variants of dispatch and 
gathering functions from MPI library. 

V.3. Forest Fire Danger Estimation Results 

The forest fire conditions are related to the 
Timiryazevskiy forestry, in Tomsk region [26]. The 
anthropogenic load is considered to be maximal. As the 
small territory of Timiryazevskiy forestry is considered, 
we show the influence of meteorological conditions on 
the integrated estimation of forest fire danger by varying 
the precipitation amount. Table I shows the data on a 
precipitation factor depending on the precipitation 
amount to calculate forest fire probability according to 
the meteorological conditions. 

 
TABLE I 

FACTOR OF PRECIPITATION [37] 
Precipi- 
tation, 
mm 

No 0.1–
0.9 

1.0–
2.9 

3.0–
5.9 

6.0–
14.9 

15.0–
19.9 

20 
and 

more 
kh 1.0 0.8 0.6 0.4 0.2 0.1 0.0 

 
To be precise, it was considered that there were 0, 0.5, 

1.5, 4.0, 15 mm of precipitation in the territories of 
Timiryazevskiy, Moryakovskiy, Bogorodskiy, 
Kireevskiy, and Zhukovskiy local forestries, 
respectively. Figure 3 shows the forest fire probability in 
the territory of the specific forestry and timber enterprise. 
The local forestries are designated by figures: 1 - 
Timiryazevskiy, 2 - Moryakovskiy, 3 - Bogorodskiy, 4 - 
Kireevskiy, 5 – Zhukovskiy. Line 6 designates the forest 
fire probability for a forestry as a whole. 

 

 
 

Fig. 3. Probability of forest fire on Saturday depending on time for 
specific local forestry and timber enterprise (meteorological conditions) 

 
The influence of anthropogenic load on the forest fire 

probability has been analyzed. The scenario corresponds 
to the forest fire conditions of Timiryazevskiy forestry in 
Tomsk region [26]. The data on the probable presence of 
fire sources P(Aj/A) in Timiryazevskiy forestry are 
presented in Table II. Figure 4 shows the forest fire 
probability in various days of the week. 

The storm activity influence on the forest fire danger 
level has been analysed. Table III shows the data on the 
probability of a cloud-to-ground lightning discharge. 
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Fig. 4. Probability of forest fire depending on time in various days of 
week. Timiryazevskiy local forestry of Timiryazevskiy timber 

enterprise. Days of week from Monday to Sunday designated by curves 
1 – 7  

 
TABLE II 

PROBABLE PRESENCE OF FIRE SOURCES FOR TIMIRYAZEVSKIY LOCAL 
FORESTRY 

Day Mon. Tue. Wed. Thu. Fr. Sat. Sun. 
P(Aj/A) 0.77 0.69 0.82 0.71 0.69 1.00 0.85 

 
TABLE III 

PROBABILITY OF CLOUD-TO-GROUND LIGHTNING DISCHARGE FOR 
TIMIRYAZEVSKIY LOCAL FORESTRY 

 00 ч 02 ч 04 ч 06 ч 
P(Mj/M) 0.36 0.48 0.52 0.56 

 
The storm activity level varies from 20 to 30 days 

during a fire season within the last five years. Figure 5 
shows forest fire probability dependence on the number 
of thunder days during a fire season. Since 
Timiryazevskiy forestry is characterized by the high-
level anthropogenic load, storm activity influence is 
weak there. That is why the curves of forest fire 
probability are closely spaced. 

 

 
 

Fig. 5. Probability of forest fire depending on time for various thunder 
days. Anthropogenic load within 60 days of fire season (Saturday) 

 
The storm activity account allows estimating the 

forest fire danger level more precisely. It should be noted 
that it is necessary to use the data on the cloud-to-ground 
lightning discharges at 4-6 o'clock in the morning to 
forecast forest fire danger. It allows considering the 
maximum number of lightning discharges occurring at 
night and may lead to a potential ignition of forest fuel. 

VI. Discussion 
It should be noted that the developed parallelization 

approach is being successfully applied to solve the 
following problems of forest fire danger forecast: 
 to determine forest fuel layer maturity; 
 to calculate the emission of pollutants and heat 

production from forest fires.  
The given approach generalization to solve the 

problems of forest fire probability determination in large 
forested territories is presented in the article. 

Moreover, in prospect the given approach may be 
applied to calculate forest fire spreading. The preliminary 
development of the technology to determine the spatial 
correlation of forest sites and potential scenario of forest 
fire spreading will be needed. 

The scientific and practical importance of the 
developed technique to determine forest fire probability 
is great. Unlike the techniques developed in the USA, 
Canada, Southern Europe, and Russia [37], the 
probabilistic criterion of forest fire danger based on the 
physically proved mathematical models, which considers 
not only meteorological data but also the storm activity 
and the level of anthropogenic load, has been developed 
for the first time. It should be noted that the importance 
of anthropogenic load increases year by year due to 
human activity increase (i.e. the anthropogenic level). 
The developed technique is performed in the form of a 
parallel program complex. The developed parallelization 
approach is problem-oriented but is quite flexible and 
universal within the field of its application. 

It appears to be appropriate to establish a network of 
regional centres or a federal centre to monitor forest fires 
in the Russian Federation. Forest fire danger can be 
monitored at various levels: a stand, block, local forestry, 
timber enterprise, region, federal district and state as a 
whole. The SKIF Cyberia computing cluster is installed 
in Tomsk State University and SKIF Politech one 
operates in Tomsk Polytechnic University. There are 
similar computing systems in other research and 
educational organizations in the Russian Federation. 
Thus, the combination of supercomputer capabilities and 
theoretical development in the field of parallel realization 
will allow establishing the federal centre of forest fire 
monitoring. 

Apart from the quantitative description of forest fire 
probability, it appears to be appropriate to introduce the 
qualitative characteristic of forest fire danger in the form 
of scales for practical purposes. We propose dividing the 
interval of probability change (0,1) into five subintervals 
and putting them into correspondence with the qualitative 
characteristic of the specific level of forest fire danger. 
The corresponding instructions are also proposed for 
forest services [37]. 

VII. Conclusion 
The deterministic-probabilistic approach to determine 

forest fire probability by means of calculating the forest 
fuel layer drying time on land surface and statistical fire 
history data is presented in the paper. The approach also 
takes into account the storm activity and anthropogenic 
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load in the controlled territories. 
To calculate the forest fuel drying time, it is required 

to know its current moisture content in a controlled forest 
area [10]. Field observations and measurements are 
possible only near populated areas and mobile forest 
guard posts. The most suitable option is the use of 
indirect methods for estimating the initial moisture 
content, taking into account precipitation and the 
meteorological characteristics available in meteostation 
statistics. The network of meteostantions is 
inconsiderable in Russia compared to networks in 
Canada, the United States and Europe. This is especially 
true for the territories of Siberia and the Far East. 
Therefore, a methodology for estimating the initial 
moisture content using satellite data on the surface 
atmosphere layer from the MODIS Terra/Aqua platform 
is currently being developed [38]. 

The Canadian system provides good results despite 
the lack of physically sound components. However, in 
the case of sharp climatic changes, the technique 
proposed in this article can give a much more accurate 
prediction of forest fire danger. It should be noted that 
there is no need to develop a completely new system for 
forecasting forest fire danger, for example, in Russia. 
Now, in Russia ISDM-Rosleskhoz is operated [9]. This 
system includes information on current forest fires, 
weather station data, forest fire statistics for 
anthropogenic reasons and thunderstorm activity. The 
data of lightning location are available in the system. It 
will be sufficient to organize the loading of data from the 
cluster for visualization into ISDM-Rosleskhoz. In 
addition, to assess the probability of lightning-caused 
forest fires, the WWLLN data available to network 
participants in real time can be used [39]. Both Canadian 
and American methods can be easily modernized by 
using a probabilistic criterion in conjunction with FWI 
[8]. 

The new problem-oriented approach to parallel 
realization has been developed. The research results 
demonstrate that the approach is very effective to solve 
the problems of forest fuel layer fire maturity and forest 
fire probability determination. The parallel program 
almost reaches the maximum possible acceleration when 
the acceleration is virtually proportional to the number of 
involved processors. 

A distinctive feature of the presented approach is the 
use of an independent calculation of the forest fuel 
drying time for each homogeneous forest area. This 
ensures that the code runs on all processors without 
exchanges during the computation process. As a result, 
the acceleration of the parallel program is close to the 
theoretical limit. 

The deterministic-probabilistic approach to determine 
forest fire probability and the considered parallel 
realization approach allow developing very effective 
parallel programs to forecast the forest fire danger in 
large forested territories. The approach test 
implementation was performed in Timiryazevskiy 
forestry in Tomsk region. In conclusion, the integration 

of the parallel program complex to forecast forest fire 
danger and the geoinformation system to estimate forest 
fire danger [40-42] is possible. 
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Rule-Based and Genetic Algorithm for Automatic 
Gamelan Music Composition 
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Abstract – This research aims to develop a system of automatic gamelan music composition. 
Gamelan is the traditional ensemble music of Java, Indonesia. The authors propose a model of 
automatic gamelan music composition which consists of knowledge, rules, and random 
generation. There are three types of knowledge, basic, construction, and melodic knowledge. The 
basic knowledge contains the general knowledge of gamelan music. The construction knowledge 
controls the components building a composition. The melodic knowledge controls quality of the 
sound. The knowledge is transformed into rules of notes arrangement used to produce the 
characteristic sound of gamelan music. Genetic algorithm is used to generate a composition. 
Gatra, the smallest unit in a composition that contains four beats (notes), is used as a variable to 
construct the genes of a chromosome. The fitness value is measured based on the weight of notes 
distribution, identical gatras and melodic features. The evaluation is conducted to measure the 
quality of sound of “ladrang laras slendro pathet manyura” composition created by the system. 
The evaluation is conducted based on Turing test which involves human experts to recognize the 
composition created by the system. The results show that the model of automatic gamelan music 
composition proposed in this research is effective. All the gamelan experts state that it is very 
difficult to find the differences between the composition created by the system when it is randomly 
arranged and other compositions created by humans. 4 out of 6 gamelan experts failed to 
recognize a composition created by the system. Copyright © 2017 Praise Worthy Prize S.r.l. - All 
rights reserved. 
 
Keywords: Rule-Based, Genetic Algorithm, Gamelan Music, Automatic Music Composition 
 

 

Nomenclature 
A-B-C-D Concept of gatra 
Balungan Composition skeleton 
Gamelan Traditional music ensemble 
Gatra The smallest unit of gamelan music 
Gending Gamelan song 
Laras Musical scale in gamelan music which 

consists of slendro and pelog 
Pathet A system of categorizing the use of tones 
Pin Dot notation 
Rasa Sensation or inner mining or ability to 

express or perceive feeling 
Ricikan Gamelan instrument 
ND Number of notes distribution 
P Data partition 
S Sequence 
TF Total number of functions 
TN Total number of notes 
TS Total number of itemsets in a sequence 
WC Weight chaining 
WN Weight distribution 

I. Introduction 
Computer music is created using computer technology  

 
for artistic conception. It is a subject studied in artificial 
intelligence researches and ongoing experiments, both on 
computer music created entirely using computer and with 
the help of computers [1] [2]. 

The use of artificial intelligence in music composition 
is known as algorithmic composition, where certain 
algorithms are used to automatically create a music 
composition. Algorithmic composition is a field of 
research in computer music which studies the process of 
automatic music composition by partially or wholly 
using computer; The algorithmic composition software is 
programmed to generate music with a certain autonomy 
[3] [4]. The Algorithmic composition started with the 
works on Illiac Suite and Xenakis. Illiac Suite, developed 
by [5], uses the rule-based method, and Xenakis, 
developed by [6], uses Markov models. The algorithmic 
composition has grown in many variants of algorithmic 
approaches, such as generative grammars, Genetic 
Algorithm, cellular automata, neural networks, machine-
learning techniques, expert systems, and others [3] [7] 
[8]. 

In this research, the algorithmic composition is used 
for the traditional ensemble music of Java, Indonesia, 
called gamelan music. Gamelan music has elements of 
aesthetic, intellectual, beliefs, customs, order, works of 
human creativity, nature, rules of life, welfare, and 
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society; hence it cannot be separated from human, 
humanity, and God [9]. Gamelan music uses gamelan as 
an instrument for orchestra or ensemble music, and 
gending as the composition of the song [10]. Gending is 
a general term used to refer to Javanese gamelan music 
composition [11]. Gamelan melodies are bound by rules 
and regulations (Javanese society), which are sacred [12]. 
The process of creating gamelan music should consider 
the Javanese musical concept, because gamelan is not 
only the mean of performances, but also a part of the 
Javanese community life, including the concept of 
cosmology and other concepts of life [13]. 

In this research, the rule-based and Genetic algorithm 
approaches are used for automatic gamelan music 
composition. Knowledge of gamelan music composition 
is transformed into rules for automatic composition, and 
Genetic algorithm is used to arrange notes sequences for 
composition. Some works on Western ensemble music 
were CHORAL and Bach in Box. The rule-based system 
was used by [14] to develop CHORAL, a system for the 
harmonization of four-part chorales in J.S. Bach’ style. 
The use of rules as constraints in generating composition 
with the Genetic algorithm was used in Bach in Box 
developed by [15]. 

Gamelan music is different from Western music. 
Gatra is the smallest unit of gamelan music composition 
which contains four beats, and each beat can be a note or 
pin (dot notation). The notes sequence arrangement in 
gatra is the characteristic of gamelan music sound. Gatra 
was analyzed by [16] and [17] to formalize certain types 
of gending. The grammar approach is used by [16] to 
identify the contour of gatra with srepegan, a type of 
gending, as the subject of the research. The contour is 
defined based on pitch scale (higher and lower notes) of 
notes sequence in a gatra. The structure of gamelan 
music called gending lampah is studied using a quasi-
linguistic approach [17]. 

The authors of this paper proposed to use the 
sequential pattern mining technique to analyze the notes 
sequences of gatra. In a previous work [18], they 
developed a new sequential pattern mining algorithm 
called AFiS to formalize the melodic feature of gamelan 
music. The development of AFiS algorithm, which will 
be discussed later in this paper, was inspired by the 
philosophical concept at the base of arranging notes 
sequences of gatra. 

II. Related Works 
Computer music is created using computer technology 

for artistic conception. It is a subject studied in artificial 
intelligence researches and ongoing experiments, both on 
computer music created entirely using computer and with 
the help of computers [1] [2]. CHORAL is an expert 
system for the harmonization of four-part chorales in J.S. 
Bach’s style. The system uses more than 270 rules to 
produce multi-view points, such as skeleton, individual 
melodic lines for each sound, and schenkerian voice 
leading in descant and bass [14]. Bach in Box uses rules 

defined by musical scholars, including a pre-defined 
melody, to control the search space for four-part baroque 
harmony [15]. Bach in Box uses the Genetic algorithm to 
generate the composition. Its fitness is measured based 
on the basis chords, ranges, motion, harmonic interest, 
beginning and end chords, smoothness and resolution. 

The unsupervised learning approach based on a corpus 
of jazz musical performances is used by implementing a 
combination of clustering technique and Markov chains. 
The K-means algorithm is used to statistically collect 
data in a corpus, and then the data are used as statement 
in Markov Chain [19]. The Lindenmayer technique is 
used to generate a composition based on simple inputs 
from users, and then the input is developed using the 
probability model, fractal, and chaos [20]. The grammar 
approach is used to develop ImprovGenerator, a system 
which learns the percussion pattern in live-streaming, and 
generates accompaniment tracks in real time. The mixed 
model including a hierarchy structure representing a 
stochastic context-free grammar is then used to generate 
patterns of accompaniment music based on history and 
temporary patterns. The transition probability model is 
used to improve the generated grammar patterns [21]. 

Genetic algorithm is used to generate multi-
instrumental, guitar-oriented rock music. A unique 
conversion procedure from numerical values to abc 
language, and from abc language to numerical values 
allows combination of optimization number with variants 
expression from musical description language. The abc 
language is used to notate music in the ASCII format, 
and converts a song notated in this language into MIDI 
format by program [22]. The operators of the Genetic 
algorithm are modified by [23] to allow pitch schedule 
and interlude changing significantly. The approach 
includes a pre-defined rhythm which is set as the initial 
population. A program developed by [24] is designed to 
create original music compositions based on rules and 
musical theory. The parameters of the composition, 
preferences of genre, tempo, and tone, are controlled by 
the user, and the Genetic algorithm is used to generate a 
composition. 

III. Proposed Model 
In this research, the authors revised their previous 

proposed model of automatic gamelan music 
composition [25]. During their experiments, they 
developed a new algorithm called AFiS (A priori based 
on Functions in sequence) to identify sequential patterns, 
and gamelan notes pattern is one of the subjects which 
can be used as the subject to identify [18]. The use of 
AFiS algorithm reduces some procedures of the previous 
work, and gives more accurate results. The 
implementation of AFiS algorithm is explained in the 
section about melodic feature knowledge. 

There are three main types of knowledge in our model 
of automatic gamelan music composition, basic, 
construction and melodic knowledge. The basic 
knowledge contains the general knowledge of gamelan 
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music, such as rules of number and variants of notes for 
each type of laras, rules of number of gatra for each type 
of gending, rules of structural ricikan and balungan 
ricikan, and others. The construction knowledge controls 
the components building a gending, such as number of 
notes, notes variants and their distribution, number or 
identical gatras. The melodic knowledge is about the 
quality and characteristics of sound. This knowledge 
controls notes arrangement to produce a sound with 
characteristics of gamelan music, including the type of 
gending and its pathet. 

The basic knowledge is based on gamelan theory, 
while construction knowledge and melodic knowledge 
are built using notes pattern analysis. A combination of 
basic knowledge, construction knowledge, and melodic 
knowledge is then transformed into rules of gamelan 
music composition. Furthermore, the genetic algorithm is 
used to generate a composition. Fig. 1. shows the 
diagram model of automatic gamelan music composition 
proposed in this research. 

 

 
 

Fig. 1. Diagram model of automatic gamelan music composition 

IV. Gamelan Music Knowledge Base 
The basic knowledge contains the gamelan theory, 

such as the gatra, the type of laras, the type of pathet, 
the type of gending, and the rules of structural ricikan 
and balungan (skeleton) ricikan. The basic knowledge is 
used by the system to alter notes in terms of gatra, to 
compose a gending based on laras and pathet, and to 
define the structural ricikan as a characteristic of the 
type of gending. 

Gatra is the smallest unit of gamelan music 
composition which contains 4 beats, and each beat can be 
a note or pin (dot notation). In ricikan balungan, the type 
of gatra is different according to the use, the order of 
notes and dot notation. For instance, the gatra which uses 
notes for all beats is called balungan mlaku. Fig. 2. 
shows examples of gatras including ricikan balungan. 

 

 
 

Fig. 2. Examples of gatras, including its balungan ricikan 
 

In this research, the use of gatra is limited to the type 
of balungan mlaku and balungan nibani. The system 
developed in this research is designed to compose a 
gending in form of balungan mlaku, but the composition 
result can be arranged and modified into balungan 
nibani. 

Laras is musical scale in gamelan music. There are 
two types of laras, laras slendro and laras pelog. Laras 
slendro consists of five notes: 1, 2, 3, 5, 6. Laras pelog 
consists of seven notes: 1, 2, 3, 4, 5, 6, 7. There is a 
categorization system for the use of tones called pathet 
[26]. Laras slendro consists of pathet nem, pathet sanga, 
and pathet manyura. Laras pelog consists of pathet lima, 
pathet nem, and pathet barang. Pathet controls the 
common use of notes for each type of pathet. Table I 
describes the types of pathet including their notes. 

 
TABLE I 
PATHET 

Laras Pathet Common use of Notes 
Slendro Nem 6, 5, 3, 2 

Sanga 2, 1, 6, 5 
Manyura 3, 2, 1, 6 

Pelog Lima 5, 4, 1, 2 
Nem 2, 1, 6, 5 

Barang 3, 2, 7, 6 
 

There are three types of ricikan in gamelan: ricikan 
balungan, based on balungan (skeleton) or structure of 
gending, ricikan garap which extends and completes 
ricikan balungan in arranging the composition, and 
ricikan structural which determines the structure of 
gending [27]. Fig. 3 shows the examples of ricikan 
balungan extending into ricikan garap. 

 

 
 

Fig. 3. Ricikan balungan and ricikan garap [27] 
 

Gending is a gamelan music composition which can 
be with or without vocals. There are 7 forms of gending 
included in gending alit categories, namely lancaran, 
gangsaran, ketawang, ladrang, ayak-ayakan, srepegan 
and sampak [27]. The number of balungan beats in one 
gong, a gamelan instrument, and the setting of the play 
of gamelan instruments of kethuk, kempul, kenong, 
kempyang and gong defines the type of gending [27]. For 
example, gending lancaran has 16 beats divided into 4 
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gatras; the kethuk instrument is played in the first and 
third beats; the kempul instrument is played in the second 
beat; the kenong instrument is played in the fourth beat; 
the gong instrument is played in the fourth beat of the 
last gatra. Another example is gending ladrang which 
has at least 8 gatras; each gatra consists of 4 beats; the 
kenong instrument is played in every 2 gatras; gong, 
kenong, and kempul instruments are played together in 
the last beats. 

In this research, the gending with ladrang laras 
slendro pathet manyura is used as subject for automatic 
gamelan music composition, and the output of 
composition is in the form of ricikan balungan. Table II 
shows the basic knowledge. 

 
TABLE II 

BASIC KNOWLEDGE 
Components Notes 

Gatra Consists of 4 beats 

Balungan Nibani Every beat in gatra is filled 
with notes. 

Minimum number of gatras in ladrang 8 

Minimum number of notes in ladrang 32 

Laras slendro Consists of notes 1, 2, 3, 5, 
6 

Common use of notes for laras slendro 
pathet manyura 

3, 2, 1, 6 

 
The construction knowledge controls the components 

building a gending: the number of gatras and notes, 
notes variant and their distribution and the number or 
identical gatras. For example, Fig. 4 shows a 
composition of ladrang laras slendro pathet manyura 
entitled Gudhasih. 

 

 
 

Fig. 4. Ladrang laras slendro pathet manyura entitled “Gudhasih” 
 

For the next explanation, the title of gending is written 
in the form of gending and tittle, for example ladrang 
Gudhasih, where ladrang is a type of gending, and 
Gudhasih  is a title of gending. Ladrang Gudhasih 
consists of 8 gatras and 32 notes. All variant notes in 
laras slendro, which are 1, 2, 3, 5, 6, are used in this 
composition. Note 1 is distributed as many of 6, note 2 is 
distributed as many of 10, note 3 is distributed as many 
of 6, note 5 is distributed as many of 2, and note 6 is 
distributed as many of 8. There are 2 identical gatras in 
this composition, which are (2126) and (3216). Gatras 
(2126) are in 1st and 2nd position order, and gatras (3216) 
are in 4th and 8th position order. Table III describes the 
construction of the gending. 

 

TABLE III 
GENDING CONSTRUCTION OF GUDHASIH 
Components Notes 

Number of gatras 8 
Number of notes 32 
Notes variant 1, 2, 3, 5, 6 
Distribution of notes variant 
(notes: number) 

1:6 
2:10 
3:6 
5:2 
6:8 

Number of identical gatras 2 
(2126), (3216) 

Position order 1st, 2th 
4rd, 8th 

 
The construction knowledge is built by analyzing a 

dataset containing gendings in same type of gending, 
laras, and pathet. The dataset used in this research 
contains gending of laras slendro pathet manyura. 15 
ladrang laras slendro pathet manyura entitled Bantul, 
Bogaginula, Gonjang, Gudhasih, Kandha Manyura, 
Kembang Pepe, Kuwung, Lomanis, Moncer Alus, Sri 
Katon, Suntrut, Surengrana, Thinik, Tropong, Wilujeng 
Alus, are used as dataset. 

The component of number of gatras is used by the 
system to define the number of gatra for composition 
generation.  

The data collected from gendings samples are used as 
parameter to generate composition. Data of number of 
notes are collected by multiplying the number of gatras 
by 4 (number of beats in a gatra). 

The analysis on the number of gatras and notes, as 
well as notes variant used for composition is 
implemented to all the gending samples in dataset. The 
result shows that 1 gending consists of 4 gatras, 9 
gendings consist of 8 gatras, and 5 gendings consist of 
12 gatras.  

This is used as knowledge to define the number of 
gatras in generating composition, including the number 
of notes. Table IV shows the knowledge of number of 
gatras, and number of notes. 

 
TABLE IV 

KNOWLEDGE OF NUMBER OF GATRAS, AND NOTES 
Components Value 

Number of Gatras 4, 8, 12 
Number of notes 16, 32, 48 

 
Data of notes variant are collected by identifying the 

notes variants used in each gending sample. All gending 
samples use notes variants 1, 2, 3, 5, 6 in their 
composition.  

This is used by the system to define notes variant in 
composition generation. Notes variant distribution 
knowledge is built by analyzing the weight of notes 
distribution in every gending sample.  

The analysis is implemented based on notes variants 
used in gending. The goal of this analysis is to identify 
the range of minimum and maximum distribution for 
each note variant, where the value of minimum and 
maximum distribution of each note variant is obtained by 
sorting the weight of each notes variant distribution in all 

Ladrang “Gudhasih” Laras Slendro Pathet Manyura 
 
2  1  2  6        2  1  2  6        3  6  3  2        3  2  1  6 
5  6  5  6        2  1  3  2        6  1  3  2        3  2  1  6 
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gending samples.  
In order to accommodate the common use of notes 

variant as the type of gending, laras, and pathet, the 
weight of notes distribution is then sequentially 
calculated in terms of “previous note distribution defines 
following note distribution”. Furthermore, the result of 
the calculation is used to define a range of minimum and 
maximum distribution for each note variant. Below is the 
formula to measure the weight of notes distribution, with 
WN denoting weight distribution, ND denoting the 
number of notes distribution, and TN denoting the total 
number of notes in a gending: 

 

ܹܰ =  
ܦܰ
ܶܰ

 (1) 
 
As an example, ladrang Gudhasih was used to 

simulate the weight of notes distribution measurement; 
the results are shown in Table V. 

 
TABLE V 

WEIGHT OF NOTES DISTRIBUTION (SIMULATION IN GUDHASIH) 

Notes Variant ND TN WN 
(ND/TN) 

1 6 32 0.188 
2 10 32 0.313 
3 6 32 0.188 
5 2 32 0.063 
6 8 32 0.250 

 
The weight of each note distribution is then 

sequentially calculated in terms of weight of the previous 
note minus the weight of the following note. This can be 
called weight chaining (WC). 

The formula to measure weight chaining for each 
notes variant is: 

 
WCk = WNk – WNk+1 

WCend = WNend – WN1 
(2) 

 
Continuing the simulation above, Table VI shows the 

result of weight chaining. 
 

TABLE VI 
WEIGHT CHAINING OF NOTES DISTRIBUTION  

(SIMULATION IN LADRANG GUDHASIH) 
Notes WN WC 

1 0.188 -0.125 
2 0.313 0.125 
3 0.188 0.125 
5 0.063 -0.188 
6 0.250 0.063 

 
The above procedure is implemented to all gending 

samples. Furthermore, the value of weight chaining of 
notes distribution of all gending samples is concatenated 
based on note variant, and the range of minimum and 
maximum distribution of each note is defined based on 
the lowest and highest values of weight sorted from 
concatenation.  

The minimum distribution of note variant can be 
defined using the following formula, with T denoting the 
total number of gendings in a dataset: 

 

෍(ܥܹ) ݊݅ܯ
௞ୀ்

௞ୀ଴

 (3)

 
while the maximum distribution of note variant can be 
defined using the below formula: 

 

෍(ܥܹ) ݔܽܯ
௞ୀ்

௞ୀ଴

 (4)

 
Table VII shows the result of the process of measuring 

weight chaining (WC) of notes distribution for each 
gending sample, and then concatenating and sorting the 
results based on notes variant to obtain the minimum and 
maximum values of notes distribution weight. 

 
TABLE VII 

MINIMUM AND MAXIMUM OF WEIGHT CHAINING 

Notes Distribution 
Min Max 

1 -0.188 0 
2 -0.084 0.25 
3 -0.084 0.219 
5 -0.219 0.188 
6 -0.125 0.125 

 
Identical gatras are common in gending composition. 

All gending samples have identical gatras in their 
composition. The identical gatras knowledge contains 
the number of gatras used more than one time in a 
composition, and their position order. Table VIII shows 
the identification result of identical gatras in each sample 
gending, including their position order in the 
composition. 

 
TABLE VIII 

IDENTICAL GATRAS (IG): NUMBER AND POSITION ORDER 
Gending 

ID 
Number 

of IG Position Order 

01 2 (3, 7), (4, 8)  
02 2 (1, 3), (2, 4, 8) 
03 2 (1, 4, 5), (3, 11) 
04 2 (1, 2), (4, 8) 
05 2 (4, 8),(9, 10) 
06 4 (2, 3, 10, 11), (4, 8, 12) , (5, 6), (7, 9) 
07 2 (1, 10), (2, 11) 
08 1 (3, 4, 8) 
09 1 (1, 4, 8) 
10 1 (1, 2, 3, 7, 8) 
11 2 (4, 6), (1, 2, 8) 
12 1 (1, 2) 
13 2 (1, 2), (4, 8), (5, 6) 
14 3 (1, 2, 5), (3, 7), (9, 10) 
15 2 (1, 4), (5, 7) 

 
The number of identical gatras identified in gending 

samples is 1, 2, 3, 4.The data are used by the system to 
define the number of identical gatras in composing a 
gending. Identical gatras knowledge is built by 
identifying the gatra pattern based on position order.  

A  B is used to construct the pattern of identical 
gatras, where A and B represent the position order. If one 
of the identical gatras is positioned in A order, then the 
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other gatra(s) can be positioned in B order, where B can 
be more than one position order.  

A  B is used to identify the identical gatras, the first 
order is A, and the following order(s) is (are) B. For 
example, based on the identical gatras analysis 
conducted on 20 gending samples, 3 gendings have 
identical gatras with fifth gatra as the first order (A), and 
the patterns in each gending are (5, 6), (5, 12), (5, 8, 10). 
The inference is that the fifth gatra can be reused on 6, 8, 
10 and 12th gatras. Table IX shows the identical gatras 
pattern knowledge. 

 
TABLE IX 

IDENTICAL GATRAS PATTERN KNOWLEDGE 
First Order Following Order(s) 

1 {2},{ 3}, {4}, {5}, {7}, {8}, {10} 
2 {3}, {4}, {8}, {10}, {11} 
3 {4}, {7}, {8}, {11} 
4 {6}, {8}, {12} 
5 {6}, {8}, {10}, {12} 
7 {9} 
9 {10} 

 
The melodic knowledge is used by the system to 

arrange notes sequences that fit the sound characteristics 
of gamelan music. The notes arrangement must contain 
the concept of A-B-C-D of gatra, where A denotes maju 
(forward), B denotes mundur (back), C denotes maju 
(forward), and D denotes seleh (end point of a journey). 
The value (notes) of four beats in gatra must contain the 
concept of A-B-C-D.  

This concept controls the hierarchy of function of 
every beat in a gatra. D is the strongest part, since it is 
the musical point reference, B is the second part, A is the 
third part, and C is the weakest part. The strong or weak 
level of parts of a gatra is defined by the notes filled in 
each part.  

The chosen notes in the previous part and the 
following part define the strength or weakness of the 
parts. The correct arrangement of notes that fits the 
concept of A-B-C-D produces sound that fits the 
characteristic sound of gamelan music. 

In the previous work [25], the AFiS algorithm was 
proposed for sequential pattern mining, and the algorithm 
was implemented to identify the melodic feature of 
gamelan music.  

The AFiS algorithm uses functions in a sequence, 
where each function contains an item based on its order. 
Furthermore, the functions are chained in terms of 
sequential pattern.  

In this research, the AFiS algorithm was used to build 
the melodic knowledge of ladrang laras slendro pathet 
manyura in form of gatra. First is functions definition, 
where the concept of A-B-C-D is used as function.  

Function A contains the first note of gatra, function B 
contains the second note of gatra, function C contains 
the third note of gatra, and function D contains the fourth 
note of gatra.  

Next is the data partition phase, where each gatra 
represents a partition. Data partition can be formulated as 
the below pseudocode [16]: 

 

 
 
Each note in gatra is then altered in each function 

based on its order. Table X shows the simulation of 
function definition, and data partition for ladrang 
Gudhasih. 

 
TABLE X 

FUNCTION DEFINITION AND DATA PARTITION  
(SIMULATION IN LADRANG GUDHASIH) 

Partition 
Number 

Data Partition 
(Gatras) A B C D 

1 <2, 1, 2, 6> 2 1 2 6 
2 <2, 1, 2, 6> 2 1 2 6 
3 <3, 6, 3, 2> 3 6 3 2 
4 <3, 2, 1, 6> 3 2 1 6 
5 <5, 6, 5, 6> 5 6 5 6 
6 <2, 1, 3, 2> 2 1 3 2 
7 <6, 1, 3, 2> 6 1 3 2 
8 <3, 2, 1, 6> 3 2 1 6 

 
The sequential patterns are built by chaining the 

functions. In this experiment, the sequential pattern of 
gatra consists of <A, B, C, D>, <B, C, D, A>, <C, D, 
A*, B*>, <D, A*, B*, C*>, where the asterisk denotes 
the next partition. Table XI shows the simulation of a 
sequential pattern for ladrang Gudhasih. 

 
TABLE XI 

SEQUENTIAL PATTERNS CREATION  
(SIMULATION IN  LADRANG GUDHASIH) 

<A, B, C, 
D> 

<B, C, D, 
A*> 

<C, D, A*, 
B*> 

<D, A*, B*, 
C*> 

<2, 1, 2, 6> <1, 2, 6, 2> <2, 6, 2, 1> <6, 2, 1, 2> 
<2, 1, 2, 6> <1, 2, 6, 3> <2, 6, 3, 6> <6, 3, 6, 3> 
<3, 6, 3, 2> <6, 3, 2, 3> <3, 2, 3, 2> <2, 3, 2, 1> 
<3, 2, 1, 6> <2, 1, 6, 5> <1, 6, 5, 6> <6, 5, 6, 5> 
<5, 6, 5, 6> <6, 5, 6, 2> <5, 6, 2, 1> <6, 2, 1, 3> 
<2, 1, 3, 2> <1, 3, 2, 6> <3, 2, 6, 1> <2, 6, 1, 3> 
<6, 1, 3, 2> <1, 3, 2, 3> <3, 2, 3, 2> <2, 3, 2, 1> 
<3, 2, 1, 6> <2, 1, 6, -> <1, 6, -, -> <6, -, -, -> 

 
Next is candidate selection, where the itemsets with a 

length that is not equal to the length of functions is 
eliminated. The pattern of <A, B, C, D> of ladrang 
Gudhasih contains 8 itemsets, while the other patterns 
contain 7 itemsets. A candidate defined as frequent is 
measured using the minimum support value.  

S  : sequence 
TSI : total number of itemsets in a 

sequence 
TF  : total number of functions 
P  : data partition 
 
n = 0 
While ( n < (TSI / TF ) ) {  

P [n] = [ ]  
n++ 

} 
 
For ( n = 0; n < TSI; n++ ){ 

For ( k = 0; k < TF; k++){ 
P [n] [k] = S [ (k*TF) + n ] 

} 
} 
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The given minimum support is 1, which means that an 
itemset must have at least 1 transaction to be defined as 
frequent. By setting 1 as the minimum support value, all 
candidates are frequent. 

The above process of function definition, data 
partition, sequential pattern creation and support 
counting are implemented to all gending samples. 
Furthermore, all itemsets in all gending samples are 
concatenated based on each pattern. Since the given 
minimum support value is 1, the weight of an itemset 
after concatenation is not counted.  

The duplicate itemsets in each chain are removed. 
Table XII shows the result of pattern concatenation of 
<A, B, C, D>, <B, C, D, A>, <C, D, A*, B*>, <D, A*, 
B*, C*> for all gending samples. 

 
TABLE XII 

RESULTS OF SEQUENTIAL PATTERN CONCATENATION  
OF ALL GENDING SAMPLES 

<A, B, C, D> <1, 2, 1, 6>, <1, 2, 5, 3>, <1, 6, 1, 6>, <1, 6, 2, 
3>, <1, 6, 3, 2>, <1, 6, 5, 3>, <2, 1, 2, 6>, <2, 
1, 3, 2>, <2, 1, 5, 3>, <2, 1, 6, 5>, <2, 3, 1, 6>, 
<2, 3, 2, 1>, …, <6, 3, 2, 1> 

<B, C, D, A*> <1, 2, 6, 1>, <1, 2, 6, 2>, <1, 2, 6, 3>, <1, 2, 6, 
5>, <1, 3, 2, 3>, <1, 3, 2, 5>, <1, 3, 2, 6>, <1, 
5, 3, 1>, <1, 5, 3, 2>, <1, 5, 3, 5>, <1, 6, 5, 6>, 
<2, 1, 6, 2>, …, <6, 5, 6, 3> 

<C, D, A*, B*> <1, 6, 2, 1>, <1, 6, 2, 3>, <1, 6, 3, 1>, <1, 6, 3, 
2>, <1, 6, 3, 6>, <1, 6, 5, 3>, <1, 6, 5, 6>, <2, 
1, 2, 1>, <2, 1, 2, 3>, <2, 1, 2, 6>, <2, 1, 3, 2>, 
<2, 1, 5, 6>,  …, <6, 5, 6, 3> 

<D, A*, B*, C*> <1, 2, 1, 2>, <1, 2, 3, 2>, <1, 2, 6, 2>, <1, 2, 6, 
5>, <1, 3, 2, 1>, <1, 5, 6, 5>, <2, 1, 6, 1>, <2, 
1, 6, 3>, <2, 3, 1, 3>, <2, 3, 1, 5>, <2, 3, 2, 1>, 
<2, 3, 2, 3>, …, <6, 5, 6, 5> 

 
Next is the prune phase to set the following gatra 

based on the previous. Pruning of gatra is set by chaining 
the functions (sequential patterns) as seen in Fig. 5. 

 

 
 

Fig. 5. Pruning by chaining the functions 
 

Table XIII shows an example of gatra pruning by 
chaining the functions for gatra (1216) and (1253). 
Function <A, B, C, D> is for the previous gatra, and 
function <A*, B*, C*, D*> is for the following gatra. 

 

TABLE XIII 
EXAMPLE OF GATRAS PRUNING 

<A, B, C, 
D> 

(Previous) 

<B, C, D, 
A*> 

<C, D, A*, 
B*> 

<D, A*, 
B*, C*> 

<A*, B*, 
C*, D*> 

(Following) 

<1, 2, 1, 
6> 

<2, 1, 6, 2> <1, 6, 2, 1> 
<6, 2, 1, 2> <2, 1, 2, 6> 
<6, 2, 1, 3> <2, 1, 3, 2> 
<6, 2, 1, 5> <2, 1, 5, 3> 

<1, 6, 2, 3> <6, 2, 3, 1> <2, 3, 1, 6> 

<2, 1, 6, 3> 

<1, 6, 3, 1> <6, 3, 1, 2> <3, 1, 2, 6> 

<1, 6, 3, 2> 
<6, 3, 2, 1> <3, 2, 1, 6> 

<6, 3, 2, 3> <3, 2, 3, 1> 
<3, 2, 3, 2> 

<1, 6, 3, 6> <6, 3, 6, 3> <3, 6, 3, 2> 

<2, 1, 6, 5> 

<1, 6, 5, 3> 
<6, 5, 3, 1> <5, 3, 1, 6> 

<6, 5, 3, 5> <5, 3, 5, 3> 
<5, 3, 5, 6> 

<1, 6, 5, 6> 

<6, 5, 6, 2> <5, 6, 2, 1> 
<6, 5, 6, 3> <5, 6, 3, 2> 

<6, 5, 6, 5> <5, 6, 5, 3> 
<5, 6, 5, 6> 

<1, 2, 5, 
3> 

<2, 5, 3, 1> <5, 3, 1, 2> <3, 1, 2, 1> <1, 2, 1, 6> 
<3, 1, 2, 5> <1, 2, 5, 3> 

<5, 3, 1, 6> <3, 1, 6, 5> <1, 6, 5, 3> 

<2, 5, 3, 2> <5, 3, 2, 1> <3, 2, 1, 2> <2, 1, 2, 6> 
<3, 2, 1, 3> <2, 1, 3, 2> 

<2, 5, 3, 5> 

<5, 3, 5, 2> <3, 5, 2, 5> <5, 2, 5, 3> 

<5, 3, 5, 3> 
<3, 5, 3, 2> <5, 3, 2, 1> 

<3, 5, 3, 5> <5, 3, 5, 3> 
<5, 3, 5, 6> 

<5, 3, 5, 6> <3, 5, 6, 5> <5, 6, 5, 3> 
<5, 6, 5, 6> 

V. Composition Rules 
Rules of composition are defined based on basic 

knowledge, construction knowledge, and melodic 
knowledge. Therefore, there are basic rules, construction 
rules, and melodic rules. 

In this research, the type of gending used for 
automatic gamelan music composition is the ladrang 
laras slendro pathet manyura. The basic knowledge is 
used to construct a gending. The system built in this 
research sets the number of gatras to generate a 
composition using the knowledge of number of gatras 
and notes (Table IV), and sets the beats in gatra based on 
the type of balungan using the basic knowledge (Table 
II). The generation of composition is controlled by 
construction and melodic rules. The system randomizes 
the collection of gatras in a sequential pattern of <A, B, 
C, D> (Table XII) to create notation sequence of 
composition. The result of the composition is measured 
using the weight chaining of notes distribution (Table 
VII), the number and distribution of identical gatras 
(Table VIII), and gatras pruning (Table XIII). 

VI. Genetic Algorithm for Composition 
Generation 

The genetic algorithm is used to generate composition 
of ladrang laras slendro pathet manyura. There are three 
main constraints in composition generation: weight 
distribution of notes, identical gatras, and melodic 
features. The objective function is formulated as (x1 + x2 

A, (B, C, D) 

(B, C, D), A* 

(C, D, A*), B* 

(D, A*, B*), C* 

(A*, B*, C*), D* 

Previous gatra 

Following gatra 
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+ x3). Variable x1 denotes the weight of notes 
distribution. The later (Table V) is used to measure each 
note variant. There are 5 notes variants to distribute, and 
value 1 is given to a note which fits the knowledge, 
otherwise the value given is 0.  

The weight of notes distribution for every note in the 
composition must fit the knowledge, so the constraint of 
weight of notes distribution is satisfied with value 5. 
Variable x2 denotes the minimum number of identical 
gatras in a composition. There must be at least 1 gatra 
used as identical gatra, and the distribution fits the 
knowledge of idenctical gatras. The value 1 is given if 
the condition is fulfilled. Variable x3 denotes the number 
of gatras to compose, where each gatra will have value 1 
if its pruning is correct as the melodic feature represented 
in knowledge and in rules of gatra pruning. For example, 
if there are 8 gatras composition to generate, and each 
gatra has correct pruning, then the value of each gatra is 
1, and the total value is 8. So, the objective function 
value of a composition which consists of 8 gatras is (5 + 
1 + 8). 

The chromosome consists of as many genes as the 
number of gatras to generate. If there are 8 gatras to 
generate, then each chromosome consists of 8 genes. The 
value of genes is set by randomizing the itemsets of a 
sequential pattern <A, B, C, D>. A number of 
chromosomes are created for the initial population, and 
then the procedures of selection and crossover are 
implemented to chromosomes. Rank selection was used 
to limit the elimination of chromosomes which do not fit. 
One-point crossover is used to create children (Fig. 6). 

 

 
 

Fig. 6. One-point crossover to create children 
 

The fitness of chromosomes is measured by validating 
the weight of notes distribution for each note, identical 
gatras, and the melodic feature. The mutation procedure 
is implemented if there are no chromosomes fitting. The 
process is restarted from the selection phase if there are 
still no chromosomes fitting after mutation. 

VII.   Implementation 
The model proposed in this research is implemented 

by developing a system for automatic gamelan music 
composition. In this experiment, an 8 gatras composition 
of ladrang laras slendro pathet manyura was created. 
100 chromosomes were set. Each chromosome consists 
of 8 genes which represent gatras. The value of genes is 
set by randomizing the collection of gatras in a 
sequential pattern <A, B, C, D>.  

Furthermore, the procedures of selection, crossover, 
and mutation at a rate of 0.1, constrained to weight 
chaining of notes distribution, identical gatras, and 
melodic features, are used to search the best composition. 
The generation is limited to 1000 times. The results show 
that system can generate a composition in 24 times 
generation. The composition of ladrang laras slendro 
pathet manura generated by the system is shown in Fig. 
7. 

 

 
 

Fig. 7. Composition generated by system 
 

The composition of ladrang laras slendro pathet 
manyura generated by the system can satisfy the 
constraints of weight chaining of notes distribution, 
identical gatras, and melodic features. Each note in the 
composition has a weight chaining value that fits the 
rules, so each note has value 1, and the total value of 
weight chaining (x1) is 5.  

Table XIV shows the weight of notes distribution of 
the composition created by the system, where the weight 
of each note distribution fits the range of minimum and 
maximum weight of notes distribution (WC). 

 
TABLE XIV 

WEIGHT CHAINING OF NOTES DISTRIBUTION OF COMPOSITION 
CREATED BY THE SYSTEM 

Notes ND TN WN 
(ND/TN) WC Value 

(x1) 
1 4 32 0.125 -0.094 1 
2 7 32 0.219 0.000 1 
3 7 32 0.219 -0.031 1 
5 8 32 0.250 0.063 1 
6 6 32 0.188 0.063 1 
 
The number of gatra used as identical gatras and its 

position order fulfil the condition of rules of identical 
gatras. There is one gatra used as identical gatra, which 
is gatra (5 3 5 6), and is positioned at 5th and 6th order in 
the composition. The value for identical gatras (x2) of 

 

1 2 3 4 5 6 7 8 

1 2 3 4 5 6 7 8 

1 2 3 4 5 6 7 8 

1 2 3 4 5 6 7 8 

Parents 

Children 

One-Point Crossover 

Composition of ladrang laras slendro pathet manyura 
generated by system 

 
5  6  5  6       2  1  2  6        
3  2  5  3       1  2  5  3 
5  3  5  6       5  3  5  6 
2  1  3  2       3  2  1  6 
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this composition is 1 (Table XV). 
 

TABLE XV 
IDENTICAL GATRAS OF COMPOSITION CREATED BY THE SYSTEM 

Components Notes Value 
(x2) 

Number of identical gatras 1 
(5 3 5 6) 1 

Position order 5st, 6th 
 
The gatras pruning in this composition fits the rules of 

melodic features. The value of gatras pruning of each 
gatra is 1, if the following gatra is matches the prune of 
the previous gatra. The evaluation shows that all gatras 
in the composition have matching following gatras in 
their pruning. The composition has 8 gatras, and each 
gatra has a matching following gatra, therefore the total 
value (x3) achieved is 8 (Table XVI). 

 
TABLE XVI 

GATRAS PRUNING OF COMPOSITION CREATED BY THE SYSTEM 

NO Previous Gatra Following Gatra Gatra 
Prunning Value 

1 5 6 5 6 2 1 2 6 True 1 
2 2 1 2 6 3 2 5 3 True 1 
3 3 2 5 3 1 2 5 3 True 1 
4 1 2 5 3 5 3 5 6 True 1 
5 5 3 5 6 5 3 5 6 True 1 
6 5 3 5 6 2 1 3 2 True 1 
7 2 1 3 2 3 2 1 6 True 1 
8 3 2 1 6 5 6 5 6 True 1 

 
The objective function which must be fulfilled is (x1 

+ x2 + x3), where x1 = 5, x2 = 1, and x3 = 8. The 
implementation of the genetic algorithm can satisfy the 
constraints to generate an 8 gatras composition of 
ladrang laras slendro pathet manyura. 

VIII.   Evaluation 
The evaluation is conducted to measure the quality of 

sound of the composition of ladrang laras slendro pathet 
manyura created by the system. A framework of 
evaluation of algorithmic composition proposed by [28] 
was used. The evaluation is conducted based on Turing 
test which involves human experts to recognize the 
composition created by the system. 

In this evaluation, a collection of ladrang laras 
slendro pathet manyura was used, which consists of 5 
gendings composed by humans: Ghudasih, Lomanis, Sri 
Katon, Thinik, and Wilujeng Alus, and add a composition 
generated by the system to the collection.  

The gendings in collection are arranged randomly as 
seen in Table XVII. Further, six gamelan experts with a 
background of leaders of gamelan studio, gamelan 
practitioners, and lecturers, are asked to recognize a 
composition created by the system in the collection, to 
assess the difficulty level in recognizing a composition 
created by system, and to define the pathet of each 
composition. 

The evaluation results show that two out of six 
gamelan experts can correctly recognize a composition 
created by the system. 

TABLE XVII 
COLLECTION OF GENDINGS EVALUATED BY GAMELAN EXPERTS 

ID  Gending Title Notes 
G1 Gudhasih 2 1 2 6    2 1 2 6 

3 6 3 2    3 2 1 6 
5 6 5 6    2 1 3 2 
6 1 3 2    3 2 1 6 

G2 Lomanis 1 6 3 2    3 1 3 2 
3 2 1 6    3 2 1 6 
5 6 5 6    2 1 5 3 
2 1 2 6    3 2 1 6 

G3 Sri Katon 2 1 2 6    2 1 2 6 
2 1 2 6    3 6 3 2 
5 6 5 3    1 6 5 3 
2 1 2 6    2 1 2 6 

G4 System 5 6 5 6    2 1 2 6 
3 2 5 3    1 2 5 3 
5 3 5 6    5 3 5 6 
2 1 3 2    3 2 1 6 

G5 Thinik 2 1 2 6    2 1 2 6 
1 6 3 2    3 2 1 6 
5 3 5 6    5 3 5 6 
2 1 3 2    3 2 1 6 

G6 Wilujeng Alus 2 3 1 6    3 6 3 2 
5 3 1 6    2 3 1 6 
5 6 5 6    2 1 3 2 
5 6 5 6    3 2 1 6 

 
The evaluation continues by asking the experts to 

evaluate the difficulty level in recognizing a composition 
created by a human or the system. The value in scale of 
1-5 is given to evaluate the difficulty level, where value 1 
indicates very easy and value 5 indicates very difficult. 
All the experts give value 5 in recognizing a composition 
created by humans or generated by the system. To define 
the pathet of each gending, all the experts state that all 
the gendings in the collection have manyura as type of 
pathet. 

Table XVIII shows the evaluation result, with item 
*G4 indicating the composition generated by system. 
Column I in the table is about recognizing a composition 
created by the system, with symbol  denoting a correct 
answer, and x denoting a wrong answer; Column II is 
about the difficulty level with value in scale of 1-5, 
where value 5 indicates very difficult; Column III is 
about the type of pathet of each gending in collection, 
where 5 composition created by humans have manyura 
as their type of pathet, and a composition generated by 
systems is aimed at pathet manyura. 

 
TABLE XVIII 

RESULT OF THE EVALUATION 
Experts I II III 

1 *G4  5 All Manyura 
2 G3 x 5 All Manyura 
3 *G4  5 All Manyura 
4 G6 x 5 All Manyura 
5 G6 x 5 All Manyura 
6 G2 x 5 All Manyura 

IX. Conclusion and Future Works 
The evaluation by gamelan experts results show that 

the composition generated by the system is very difficult 
to be differentiated from the composition created by 
humans. 4 out of 6 gamelan experts failed to recognize a 
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composition created by the system. Expert 1 and 3 could 
recognize the composition generated by system, but they 
agreed that it was very difficult to recognize it, as well as 
other experts. All experts stated that all the evaluated 
gending have pathet manyura. This proves that the 
system can generate a composition with a specific pathet. 
The model of automatic gamelan music composition 
proposed in this research is effective, but the element of 
rasa which can be translated as sensation or inner mining 
or ability to express or perceive feelings [29], is still not 
accommodated in this model. The AFiS algorithm can 
only be used for balungan mlaku and balungan nibani. 
On the other hand, it needs more types of balungan to 
explore elements of rasa. In the future works, the AFiS 
algorithm can be revised to accommodate more types of 
balungan in analyzing the notes sequence pattern of 
gamelan music, or the model proposed in this research 
can be improved by adding elements of ricikan garap, or 
conducting a classification which includes element of 
rasa for data training. 
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